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Goal
We believe that social conformity is a significant part of human nature.  More specifically, we believe that subjective preferences are highly susceptible to suggestion due to a human tendency to conform to others.  That is, a person would either consciously or subconsciously tend to agree with others when making a subjective choice.  In an attempt to prove this hypothesis, we designed an experiment to see if preferences were significantly altered when we predicated a comparative choice with a statement that indicated a bias towards a certain option.  In this experiment, we chose two female models, labeled “A” and “B,” of roughly similar beauty, and asked a control group of men to evaluate who he thought was better looking (Treatment Control).  Then, we asked members of another sample group who he thought was better looking when we predicated the question with a bias towards the model in Picture A (Treatment A).  We then asked yet another group who he thought was better looking when we indicated a bias for the model in Picture B (Treatment B).  If we are correct in our assumption that subjective preferences are susceptible to suggestion, we should see a significant difference in results between all three Treatments.  In Treatment A, the model in Picture A should be chosen as more beautiful by a significant amount more relative to the amount that it was chosen in the control group.  In Treatment B, the model in Picture B should be chosen a significant amount more relative to the amount that it was chosen in the control group.

Null Hypothesis
Respondents in Treatment A and Treatment B are equally likely to prefer the model in Picture A or the model in Picture B as they did in Treatment Control. 

Alternate Hypothesis
Respondents in Treatment A will tend to prefer the model in Picture A and respondents in Treatment B will tend to prefer the model in Picture B compared to the Treatment Control.

Parameter
 In our previous write-up, we stated that if you choose a subject at random in the Dartmouth population, there is some probability that he will choose the model in Picture A if there is no bias in the questioning (Treatment Control).  We accorded this parameter, PneutralA.  In our experiment, we found that this parameter equaled: 24/45 or .533.  Similarly, we accorded the parameter that he will prefer the model in Picture B in Treatment Control, PneutralB.  We found that this parameter equaled: 21/45 or .467.  

Once we introduced bias into the questioning, there was a different probability that the respondent would choose the model in Picture A in Treatment A.  We called this PinfluenceA.  The corresponding probability of the subject choosing the model in Picture B in Treatment B was called PinfluenceB.  

Under the null hypothesis, PneutralA would have equaled PinfluenceA and PneutralB would have equaled PinfluenceB..  Under the alternate hypothesis, PinfluenceA would have been greater than PneutralA and PinfluenceB would have been greater than PneutralB.
Test Statistic
In our experiment, we randomly sampled N respondents in Treatment A and N respondents in Treatment B.  N equaled 45 for both experiments.  Let A equal the number of people who preferred the model in Picture A and let B equal the number of people who preferred the model in Picture B.  The two test statistics we found were: 

PTreatA = A/N = 33/45 = .733

PTreatB = B/N = 15/45 = .333

According to the null hypothesis, A will be distributed according to the binomial distribution with probability PneutralA = .533.  Given that our N is over 30 (it is 45), we can use the normal approximation curve to estimate all the probabilities associated to PTreatA.

Also according to the null hypothesis, B will be distributed according to the binomial distribution with probability PneutralB = .467.  Given that our N is over 30, we can use the normal approximation curve to estimate all the probabilities associated to PTreatB.
Significance Level
Originally, we intended to use a confidence level of 95%.  However, because of issues arising from choosing our critical region (see next section for details), we instead chose a confidence level of 96.33%.  Thus, our significance level was 3.67%, and α = .0367.  With this significance level, it followed that there would be a 3.67% chance of making a Type I error.  In this instance, the Type I error and significance level mean that there is a 3.67% chance that we determine that subjective choices can be influenced, when in all actuality, the distribution that led to this conclusion only happened out of pure chance.  

Critical Region
Though we started out with a significance level of 5%, our critical region would have been 29.53 people for Treatment A and 26.53 for Treatment B.  Because we cannot have fraction of a single person, we rounded up these numbers to 30 people for Treatment A and 27 people for Treatment B.  However, in rounding these numbers up, we have changed the significance level.  Below, we first show how we calculated the critical value for a significance level of 5%.  We then go on to show how we calculated the significance level when we rounded up the critical values to whole numbers.  

First, we must calculate the appropriate Z score to determine the critical region.  If our value lies within this critical region, we will reject the null hypothesis and accept the alternative hypothesis.  As we pointed out above, our alternative hypothesis is PinfluenceA > PneutralA and PinfluenceB > PneutralB.  This means that the test will be right-sided in both instances.  The appropriate critical region will thus be the area under the normal distribution curve that is equal or less than 5%.  The corresponding Z score for this value is 1.65.  In statistical terms, Z0 = 1.65 for both cases.  In our experiment, we will reject the null hypothesis if:

Treatment A
PTreatA ≥ PneutralA + Z0√ (PneutralA (1-PneutralA))/ √(N)

PTreatA ≥ .533 + 1.65√ (.533 (.467))/ √(45)

PTreatA ≥ .656 or if A is greater than or equal to 29.52 people (.623 x 45 people)

Because we can’t have fractions of respondents, we rounded up 29.52 to 30 and then found the corresponding significance level.

PTreatA ≥ PneutralA + Z0√ (PneutralA (1-PneutralA))/ √(N)

.667 ≥ .533 + Z0√ (.533 (.467))/ √(45)

Z0 = 1.79

Corresponding value under the curve is .4633

.5 - .4633 = .0367 = 3.67% 

Thus, we end up with a significance level of 3.67% for Treatment A.

Treatment B
PTreatB ≥ PneutralB + Z0√ (PneutralB (1-PneutralB))/N

PTreatB ≥ .467 + 1.65√ (.533 (.467))/ √(45)

PTreatB ≥ .590 or if B is greater than or equal to 26.53 (.590 x 45 people)

Because we can’t have fractions of respondents, we rounded up 26.53 to 27 and then found the corresponding significance level.

PTreatA ≥ PneutralA + Z0√ (PneutralA (1-PneutralA))/ √(N)

.6 ≥ .467 + Z0√ (.533 (.467))/ √(45)

Z0 = 1.79

Corresponding value under the curve is .4633

.5 - .4633 = .0367 = 3.67% 

Thus, we end up with a significance level of 3.67% for Treatment B.

      With a significance level of 3.67%, our critical values are 30 people who prefer the model in Picture A in Treatment A and 27 people who prefer the model in Picture B in Treatment B.  This critical value is the value above which we can reject the null hypothesis and below which we cannot reject the null hypothesis.  If we find that 30 or more people prefer the model in Picture A in Treatment A or 27 or more people prefer the model in Picture B in Treatment B, then we can reject the null hypothesis and determine that people were biased by our comments.

Power Hypothesis
We expect that the introduction of suggestion into the statement by the interviewer in Treatments A and B will influence the subjective preference of the respondents. If the distribution of Treatment A demonstrates a significantly greater preference for Picture A than in Treatment Control, then the alternate hypothesis is correct. If the distribution of Treatment B demonstrates a significantly greater preference for Picture B than Treatment Control, then the alternate hypothesis is correct. However, if the distribution of Treatment A or Treatment B is equal to the distribution of Treatment Control, then the null hypothesis is correct. 

Predicated on our beliefs about the power of suggestion to influence subjective preferences, we contend that 70% of respondents in Treatment A will prefer the model in Picture A and 70% of respondents in Treatment B will prefer B. Therefore, PpowerA = .7 and PpowerB = .7.  Because our N is greater than 30, we will use the normal approximation curve to determine the probability that we correctly conclude that our alternate hypothesis is correct. This will be the power of our experiment:
PpowerA - PcritA
=
PpowerA - PcritA______________
· ([ PpowerA (1- PpowerA) / n]

.7 - (30/45)    
([.7 (.3) / 45]

.49 = Z0
Corresponding area under the curve is .1879
β = 1 – (.5 + .1879) = .3121 = 31.21% chance of a type II error for Treatment A


PpowerB - PcritB
=
PpowerB - PcritB
      __________
· ([ PpowerB (1- PpowerB) / n]


.7 - (27/45)    
([.7 (.3) / 45]




1.46 = Z0



Corresponding area under the curve is .4279



β = 1 – (.5 - .4279) = .0721 = 7.21% chance of a type II error for 

Treatment B

Thus, there is a 31.21% chance of a Type II error in Treatment A and a 7.21% chance of a Type II error in Treatment B.  This means that from what we expect, there is approximately a 31% chance in Treatment A that we will not have 30 or more respondents say that they prefer the model in Picture A and will thus incorrectly accept the null hypothesis.  Likewise, there is approximately a 7% chance of not having at least 27 respondents choose B and will thus incorrectly accept the null hypothesis.   

Change in Experimental Design

Our initial plans, as described in our submitted protocol, called for a sample that included both male and female respondents. In the course of our preliminary preparations we determined to exclude women from our study and limit our findings only to men. The reason for this decision was that we believed it would improve the quality of our Treatment Control data and enable us to draw more concrete conclusions from our data.

In our pre-testing we detected that there were significant differences in the response of men and women. While men's preferences tended to be evenly distributed between Picture A and Picture B, women exhibited a strong bias toward Picture A. We were concerned that this would prevent our Treatment Control from providing an ideal baseline. However, we proceeded with the testing for the Treatment Control including male and female respondents. We decided to delay collecting data for Treatments A and B in case the results of the Treatment Control obliged us to re-assess our protocol. After collecting Treatment Control data for Thayer and Collis (50% male, 50% female) we had assembled responses from 15 female respondents. 14 out of 15 respondents preferred Picture A. 

This bias was so overwhelming, we were concerned that this would skew are results. Moreover, the near unanimous preference of women suggested to us that some other social phenomena beyond our comprehension was at work, and we were concerned this might also have some confounding effect. We do not know why women exhibited such a strong preference, but we did know that we would be able to make more accurate conclusions if we eliminated this source of error. Hence, we decided only to include men in our study.  We then collected the data for Treatment Control all over again and proceeded with Treatments A and B and the rest of the experiment.

Results 
In Treatment A, 33 respondents indicated their preference for the model in Picture A and 12 indicated their preference for the model in Picture B.  Since the number of respondents favoring the model in Picture A is above 30, which we had determined as our critical value parameter, we can accept our alternative hypothesis and reject the null hypothesis in this treatment.  But as will be described in more detail below, we are confident that we committed a Type I error in Treatment A
In Treatment B, only 15 respondents indicated their preference for the model in Picture B and 30 indicated their preference for the model in Picture A.  Since the number of respondents favoring the model in Picture B is below 27, which we had determined as our critical value parameter, we must reject our alternative hypothesis.        
Our results did not confirm our hypothesis. We cannot conclude that suggestion influenced our respondents in the way we predicted it would.  Our prediction was that subjective preferences are highly susceptible to suggestion due to a human tendency to conform to others.  We stated our alternative hypothesis as “respondents in Treatment A will tend to prefer the model in Picture A and respondents in Treatment B will tend to prefer the model in Picture B compared to the baseline parameter Treatment Control.”  Although our results support this alternative hypothesis in Treatment A, the results in Treatment B strongly reject our alternative hypothesis.

Analysis
After considering many different possibilities that may have influenced the outcome our results, we believe that the best explanation is that the Treatment Control did not provide an accurate baseline for comparison.
The purpose of the Treatment Control was to establish a baseline against which the results from Treatment A and B could be compared. Great care went into the selection and pre-testing of the pictures used in the experiment. We believed that it was important to achieve a near even distribution of preferences for Pictures A and B. Without close to equal preferences for both pictures, we believed the effect of influence on the respondents’ subjective preferences would be more difficult to judge.  Conversely, a near even distribution in the Treatment Control would highlight any changes we found in Treatments A and B.
The results of Treatment Control were what we hoped and predicted. We succeeded in getting an almost symmetrical distribution of 53% for Picture A and 47% for Picture B. We interpreted this to indicate that in any sample of respondents, there was a nearly equal chance of the respondent preferring Picture A or preferring Picture B. 

The results of Treatment B and C forced us to reconsider this interpretation. In these two treatments in which influence was used Picture A was consistently and strongly preferred to Picture B. Respondents preferred Picture A to Picture B at a ratio of approximately 2:1. We cannot conclude that the cause of the increase in preference for Picture A from 53% to 73% was due to the power of suggestion, because the power of suggestion had a much different affect in Treatment B. In fact, respondents in Treatment B preferred Picture A to Picture B in spite of an influence toward B, at a rate significantly greater than in the Treatment Control, and at a rate much closer to the preference for Picture A found in Treatment A. 
We believe the most likely explanation is that the population harbors an inherent preference in for Picture A that was revealed in Treatments A and B, but that was not evident in Treatment Control. In other words, the sample of the population taken in Treatment Control did not accurately reflect the distribution of inherent preferences in the population, but rather mislead us into drawing inaccurate conclusions about the preferences of the population. In reality, more people likely prefer Picture A to Picture B than the results of Treatment Control suggest. Our experiment was unable to show us what the real parameters of the population are. 
Why did this occur? There are two possible explanations for why Treatment Control underestimated the preference for Picture A and overestimated the preference for Picture B:
The first possible explanation is that there was some sort of bias that interfered with how we conducted the experiment. That we got our desired results in the form of a near equal distribution preference becomes suspicious in light of Treatments A and B’s results. We must consider that an unconscious bias led us to manipulate the experiment in some manner that produced inaccurate results. This bias may have occurred in how respondents were selected, the way the test was administered, or how the data was recorded. However, we are not convinced by this explanation because we went to great lengths to avoid such a bias, to ensure that the respondents were selected at random, and that the test was administered identically to each respondent. A tenacious critic might argue that the very unconscious nature of the bias makes it invisible to us even now as we consider our results; however, such claims are non-falsifiable and, in our intuitive judgment, improbable.

The second possible explanation which we find more convincing is that the distortion was the result of random variation in the sample we selected. Unfortunately, it just happened that more people who preferred Picture B found their way into our sample than one would ordinarily expect and as a result, our data was distorted. Presumably, had we used a larger sample size, this would have worked itself out and we would have obtained results in Treatment Control that more closely resembled the results of Treatments A and B. Needless to say, such results would not have supported a finding that suggestion had much influence on subjective preference. 
The introduction of suggestion into the experimental design for Treatments A and B introduced another variable and had unintended consequences.

Another interesting possibility that could account for our results is that when given a suggestion as to other people’s preferences the respondents thought more carefully about their own opinion.  Respondents’ reaction to this influence, therefore, affected the results themselves.
In the Control Treatment, the model in Picture A and the model in Picture B were chosen as more beautiful in near equal proportion (53% of respondents selected the model in Picture A as more beautiful and 47% selected the model in Picture B as more beautiful).  The tester in the control treatment simply asked respondents “Would you please look at these two pictures and tell me if you think the woman in picture A is more beautiful, or do you think the woman in picture B is more beautiful?”  If we assume that the control treatment generated accurate results (meaning that if the same question was given to the entire male Dartmouth population their responses would be the same within a margin of error), then suggestion did influence how subjects responded.  However, in this scenario, suggestion did not influence the respondents in the manner we predicted.  Instead of consciously or subconsciously agreeing with others when making a subjective choice, the respondents seemed to have thought more carefully about their choice when given a suggestion.  For example, they reached a stronger consensus that the model in Picture A was “more beautiful.”  In influence treatment A, the model in Picture A was selected as “more beautiful” by 73% of respondents, and in influence treatment B, the model in Picture A was selected as “more beautiful” 67% of respondents.  

So perhaps the control treatment was statistically accurate but the influence of our suggestions was to make more people agree that the model in Picture A was “more beautiful.”  This explanation of our results would indicate that suggestion influences a subjective preference but not in the way we predicted.   

The models were poorly selected.
The most likely problem we had in our experiment was that our choice of models would not have result in near equal Pneutral values if they were tested on a larger sample of the Dartmouth male population.  For some reason, we got near equal Pneutral values for each model with the random population we tested under the Control Treatment.  However, in all our testing, the model in Picture A was preferred to the model in Picture B by a 2 to 1 margin.  Moreover, even in the influence B treatment, which consisted of the suggestion that a majority of people preferred the model in Picture B, the model in Picture A was still preferred by our respondents by a 2 to 1 margin.  It is quite likely that the models we selected were not actually preferred by Dartmouth males on a near equal basis.  

Although we spent considerable time searching for similar pictures of generic looking models on the internet, we were frustrated by the lack of models that fit these criteria.  In general, most models we observed looked physically very different.   Of those that we considered to have physical similarities and near equal “beauty”, they had different poses, amounts of makeup, backgrounds, camera angles, etc in their pictures.  One solution to this problem would have been to pick and photograph “models” at Dartmouth that we thought were equally “beautiful.”  And then we conduct more extensive pre-testing to ensure that the models are preferred equally by the Dartmouth population.  This way we could have reduced many of the differences that existed between the pictures of the models we examined.  For example, had we taken our own pictures of “models,” the background, dress, make-up and camera angle could all have been made more similar if not exactly the same.  Unfortunately these factors as well as the physical differences of the models we considered made it very difficult to find ideal pictures for our experiment that would yield both accurate and approximate Pneutral values.  

Respondents’ preferences were resolute and not easily influenced, or our influence-attempt was flawed.
Perhaps suggestion can have an influence on subjective preference, but the details of our experiment failed to engage those psychological mechanisms and hence, our data did not demonstrate any influence.

Respondents’ preferences may have been too ingrained to yield to suggestion, or perhaps our suggestion was poorly delivered. Perhaps a stronger suggestion, or a suggestion in a different form, might have been more influential. We could try the experiment over again with a different script.
Another possibility is that the subject matter we selected, models’ faces, is insusceptible to influence for some reason, and had we chosen a different subject matter we might have had more success. We could try the experiment over again with different models, or with entirely different subject matter, or even with a different form of comparison than visual contrast.
Conclusion
From the results of our experiment, we were unable to determine that subjective choices were altered when predicated with a biased statement.  While the data did support accepting the alternate hypothesis in Treatment A, it did not support doing so for Treatment B. In the context of our intuitions about the experiment, and in light of the difficulty with the Control Treatment, we are skeptical about the results in Treatment A. What our experiment did show is that there seemed to be a strong preference for Picture A which obfuscated whatever effects of suggestion might have been experienced by respondents.  
Results for Experiment

Local Data

Novak Treatment A:  

model A= 13 
 
model B= 2

Novak Treatment B:  

model A= 14
  
model B= 1

Novack Treatment Control:
model
A= 9

model
B = 6

Collis Treatment A:  

model A= 10
  
model B= 5 

Collis Treatment B:  

model A= 12
  
model B= 3

Collis
Treatment Control:
model
A =8

model
B= 7

Thayer Treatment A:  

model A= 10
  
model B= 5

Thayer Treatment B:  

model A= 4
    
model B= 11

Thayer
 Treatment Control:
model
A = 7

model
B = 8



Aggregate Data

Novak Treatment A:  

model A= 13
  
model B= 2

Collis Treatment A:  

model A= 10
  
model B= 5 

Thayer Treatment A:  

model A= 10
  
model B= 5

Total



model A=33

model
B =12

Novak Treatment B:  

model A= 14
  
model B= 1

Collis Treatment B:  

model A= 12
  
model B= 3

Thayer Treatment B:  

model A= 4   

model B= 11

Total



model A= 30

model B= 15

Novack Treatment Control:
model
A= 9

model
B = 6

Collis
Treatment Control:
model
A =8

model
B= 7

Thayer
 Treatment Control:
model
A = 7

model
B = 8



Total



model A = 24

model B = 21

Pretest Data for women:

Women: 

Model A = 14




Model B = 1
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