Final Exam Practice Problems — Answers
Math 24 Winter 2012

(1) The Jordan product of two n x n matrices is defined as A® B = $(AB+ BA), where
the products inside the parentheses are standard matrix product. Is the set of all
n X n matrices, with standard scalar multiplication and vector addition defined as a
Jordan product, a vector space?

No, we would need r(A® B) = (rA)® (rB), but that latter actually equals r*(A® B).
(2) Let V, = (1,1,1,1), Vo = (1, —1,1,—1), and V5 = (1,1, —1, —1).
(a) Show that {V'1, V9, V3} is an orthogonal set.
Calculate the inner product of each pair of vectors, to show each is 0.
(b) Find a V4 so that {V';, V5, V3, V,} is an orthogonal basis for R*.

To find such a vector, solve the system of linear equations obtained by setting
the inner product of your unknown with each of the given vectors equal to zero.
Since the constants are zero you may do this by row reducing the un-augmented
matrix below.

11 1 1 1 00 -1
1 -1 1 -1 —= 10120 1
1 1 -1 -1 001 1

The reduced echelon form tells you the sum of the second and fourth entries and
the third and fourth entries must be zero, and the first and last entries must be
equal. A vector that has these properties is (1, —1,—1,1). The possible answers
are that vector or any of its nonzero scalar multiples.

(¢) Turn your basis from (b) into an orthonormal basis.
Each of the vectors in the basis has inner product with itself of 4 and hence
length 2, so divide each by 2.

(3) For each matrix below: (a) Find the inverse or show it does not exist; (b) find the
characteristic polynomial, all eigenvalues, and their associated eigenspaces, and (c)
diagonalize the matrix if possible, giving a basis relative to which it has that diagonal

3 2 -1 -1 0 1 311
—6 —1 —4 |, —3 4 1], 1 3 1
—6 2 —10 0 0 2 11 3

Hint for third matrix: 5 is an eigenvalue. Though the first matrix has an unpleasant
characteristic polynomial computation, it factors without too much difficulty.

In each case I will do part (b) first, since it will tell me whether the matrix is
invertible or not, but I will only write all the work for the first matrix.

3—x 2 -1
det | -6 —-1—=x —4 =92 —82% — 2° = —w(z + 9)(z — 1).
—6 2 —-10 -z



The eigenvalues are 0, —9, and 1. Since 0 is an eigenvalue, the answer to (a) is that
this is noninvertible. To find the eigenspace for eigenvalue 0 we row reduce the given
matrix:

O O =
O = O
O O =

This tells us the eigenspace for 0 is the span of (1,0 — 1).
For eigenvalue 1 we row reduce the following matrix.

2 2 -1 10 5/4
—6 -2 —4 | - |0 1 —7/4
-6 2 —11 00 0

The eigenspace for 1 is the span of (—5/4,7/4,1).
Finally, for eigenvalue —9 we row reduce the following matrix.

12 2 -1 10 0
—6 8 —4| —> |01 —1/2
6 2 -1 00 0

The eigenspace for —9 is spanned by (0,1/2,1). The matrix is diagonalizable, with
diagonal 0, 1, —9 relative to the basis {(1,0,—1),(—5,7,4),(0,1,2)}.

For the second matrix, the characteristic polynomial is simply (—1 —z)(4 —x)(2 —
x), so the eigenvalues are —1, 4, and 2. The matrix is diagonalizable with the
diagonal those numbers in order, and one basis relative to which it has that form is
{(5,3,0),(0,1,0),(1,0,3)}; those vectors in order span each of the eigenspaces.

To invert the second matrix, row reduce the augmented matrix below.

-1 01 100 10 -1 -10 O

341010 —>|04 -2 -31 0

0 02001 00 1 0 0 —1/2

100 —-10 —1/2 100 -1 0 —1/2
51040 31 -1 | =010 —3/4 1/4 —1/4

001 0 0 —1/2 001 0 0 —1/2

The last three columns of that last matrix are the inverse to the given matrix.

Finally, for the third matrix the characteristic polynomial is 20 — 24z + 92% — 2% =
—(z — 2)*(x — 5). The eigenvalues are 2 with multiplicity 2 and 5 with multiplic-
ity 1. Row reduction gives that the eigenspace for 5 is spanned by (—1,1,1), and
the eigenspace for 2 is the plane = + y + 2z = 0, spanned by (among other options)
{(1,—1,0),(1,0,—1)}. Since the geometric multiplicities match the algebraic multi-
plicities the matrix is diagonalizable. Furthermore, since 0 is not an eigenvalue, the
matrix is invertible, though its inverse is a fractional nightmare.

For each pair of matrix properties below, there are three possible relationships: If
you have x you must have y and vice-versa, if you have x you must have y but you
may have y without z, or you can never have x and y simultaneously. Determine
which one holds between each pair. Does your answer change if you consider only

matrices that are neither the zero matrix nor the identity matrix?
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(a) diagonal
(b) symmetric
(c) nilpotent
(d) idempotent
(e) invertible

Each of (b) through (e) may be satisfied without any of the others.

Every matrix that satisfies (a) satisfies (b), but not vice-versa (a matrix at least
2 x 2 with all entries equal and nonzero, for example, is symmetric but not diagonal).
Only the zero matrix is both (a) and (c), and only projections relative to a “nice”
basis are both (a) and (d) (i.e., a basis relative to which they have a diagonal of all
0s and 1s). A diagonal matrix that has only nonzero diagonal entries is invertible,
but not every diagonal matrix is invertible.

The only matrix satisfying (b) and (c) is again the zero matrix (symmetry ensures
any nonzero entries will line up together and propagate under matrix multiplication).
Of course any diagonal idempotent matrix is a symmetric idempotent matrix, and
while the identity is a symmetric invertible matrix, the 3 x 3 matrix with 1s running
from the lower left to upper right and 0Os elsewhere is in fact its own inverse.

The only matrix satisfying (¢) and (d) is the zero matrix. There is no matrix
satisfying (c) and (e), and the only matrix satisfying (d) and (e) is the identity
matrix.

(5) Determine conditions on h and k such that the following system of linear equations
has (i) infinitely many solutions, (ii) a unique solution, and (iii) no solutions.

r+3y = k
dr+hy = 8

One step of reduction turns the second equation into (h — 12)y = 8 — 4k. We
get infinitely many solutions if both of those coefficients are 0, leaving us with just
x+3y =k. Thatis, if h = 12 and k = 2. If h = 12 but k # 2, we have no soluctions,
because y times 0 would have to equal something nonzero. If h # 12, we have a
unique solution, to wit:

3(8 — 4k) 8 — 4k

v=k-S T YT a1

(6) Assuming A, B, C'; X are all n x n matrices and the first three are invertible, solve

AX + B =CA for X.
We may subtract B from both sides and then multiply by A~! on the left to solve
for X:

X=AYCA-B)=A"'CA-A'B.

No further simplification is possible in the absence of additional information about
the matrices.



(7)

Suppose the 2 x 2 matrix A has eigenvalue 2, with eigenvector (1,1), and eigenvalue
—5, with eigenvector (—1,1). Use change of basis to find A.

To use change of basis, we need the matrices that map vectors to and from coordi-
nates relative to the basis B = {(1,1),(—1,1)}. Relative to B, A is a diagonal matrix
with diagonal entries 2, —5. The columns of the change-of-basis matrices are always
the kind of object we are trying to obtain: the vectors of B are the columns of the
matrix that produces vectors from coordinates, and the coordinates of the standard
basis are the columns of the matrix that produces coordinates from vectors.

To find the B-coordinates of the standard basis, consider the general linear combi-
nation of the B vectors: (a — b,a + b). To obtain (1,0) we need a = 1/2,b = —1/2,
and to obtain (0,1) we need a = 1/2,b = 1/2. Therefore, remembering matrices are
applied as transformations from the right to the left, the desired matrix is

EEN I E R R

Note that we did essentially the same arithmetic as if we had found the linear
combinations of B that gave the standard basis and applied those linear combinations
to the images of the B vectors; we have simply done both together and in a slightly
different order.

The augmented matrix of a system of three linear equations in three unknowns has
been row reduced to the following form. What are the solutions to the system, if
any?

1 5 2 -1
0 2 —4 8
00 2 0

You may finish the row reduction or do this by eye. We need 2x3 = 0 so z3 = 0.
That gives 2z9 = 8, so x5 = 4, and hence z; + 20 = —1, so x; = —21.

Let P:V — V be a projection, and let {A;,..., Ax} be a basis for Im P. Suppose
that this basis is extended to a basis for all of V', {A4,..., Ay, By, ..., By}.
(a) Foreachi, 1 <i </ let C; = B;—P(B;). Show that {A;,..., A, C1,...,C,}

is a basis for V.

Since P(B;) € Im(P), it is a linear combination of the vectors {A,..., A}
Therefore, from C; and {A,..., Ay} we may obtain B; = C; + P(B;). Since
theset {Ay,..., Ay, C4,...,Cy} spans {Ay,..., Ay, By, ..., By}, which in turn
spans all of V| {A,..., A, Cy,...,Cy} also spans V and since it has size
dim(V) it is a basis.

(b) Find the matrix for P with respect to the basis in part (a).

This basis is exactly a basis relative to which P has the prototypical projection
matrix: a diagonal matrix in which the first k& entries are 1s and the remainder
are 0s.



(10) How many isometries are there from R to R, with the standard inner product?

An isometry must map an orthonormal basis to an orthonormal basis. The only
orthonormal bases of R are {(1)} and {(—1)}. Therefore there are two isometries on
R: the map that takes each basis to itself and the map that swaps them.

(11) In a three-dimensional vector space V, two bases are M = {my, my, m3} and N =
{n1,ny,n3}. Given the following relationships between M and N, find the change-
of-basis matrices from M to N and from N to M.

my = 2Ny + N3
mo = —MN;

ms3 =11 — N3

The basis that takes M-coordinates to N-coordinates is the easy one, since its
entries are the A-coordinates of the M-vectors, which are exactly the coefficients of
the given linear equations:

0 -1 1

2 0 0

1 0 -1
To find the other change of basis you must solve the systems of linear equations to
obtain the M-coordinates of the N -vectors. There are essentially two guises under
which the process can be enacted: invert the matrix above, or work out the equations
given and then put the result into a matrix. Either way you end up with the following
matrix:

0
-1
0

0
-1
-1

B[00 |0 | =

(12) Let V' be a vector space and S C V be a spanning set for V. Suppose A C S is
linearly independent, but A U {z} is linearly dependent for all x € S — A. Prove A
is a basis for V.

If AU {z} is linearly dependent there is a nontrivial linear combination of those
vectors giving the zero vector, and since A is linearly independent the coefficient of
x in such a combination must be nonzero. Hence we may solve for x. This means A
generates every vector in S — A, and since S spans all of V' so must A. Therefore A
is a linearly independent spanning set, otherwise known as a basis.

(13) Determine whether the set {x? + 2x — 1, 3x + 2, —x? — x + 3} is a basis for Py(R).

It is probably easier to show these are a linearly independent set than to show they
span (contrast #9(a)). Take a linear combination of these three polynomials giving
the zero polynomial and it breaks down into a system of three linear equations, one
per degree of z: a—c =0, 2a+3b—c =0, and —a+2b+3c = 0. Solve these however
you desire, by row reducing a matrix or not, and you will see each of a, b, ¢ must be
0. Therefore the only linear combination giving the zero polynomial is trivial, and

the given vectors are linearly independent.
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(14) Prove that if F; and E, are eigenspaces for T' : V' — V| then either E; = FEj or
Ei N Ey, ={0}.

Let A1, Ay denote the eigenvalues associated to Ej, FEs, respectively. If A\ = Ay
clearly Fy = FEs. If not, then all eigenvectors of \; are linearly independent from
eigenvectors of A9, so the only vector their eigenspaces can have in common is the
one non-eigenvector member of an eigenspace, 0.



