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## Just for today

- §4.4 Finish up
- §4.5 Dimension
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Let's use the matrix of the derivative (computed on the previous slide) to verify something we already know namely

$$
T\left(2+3 t+4 t^{2}+5 t^{3}\right)
$$

Take $\mathcal{B}, \mathcal{C}$ the standard bases in the domain and codomain respectively. Then

$$
\left[T\left(2+3 t+4 t^{2}+5 t^{3}\right)\right]_{\mathcal{C}}=\mathcal{c}[T]_{\mathcal{B}}\left[2+3 t+4 t^{2}+5 t^{3}\right]_{\mathcal{B}}
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which is equal to

$$
\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
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2 \\
3 \\
4 \\
5
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and $T\left(2+3 t+4 t^{2}+5 t^{3}\right)=3+8 t+15 t^{2}$.
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## Proof.

Map to coordinates and use the same fact about $\mathbb{R}^{n}$ to get a dependence relation.
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## Proof.
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Proof.
Let $S$ be a linearly independent set in $H$. If $S$ spans $H$ then we are done. If not, then there exists $\mathbf{u}_{1} \in H$ that is not in the span of $S$. Append $\mathbf{u}_{1}$ to $S$. Prove that the set $S$ together with this new element $\mathbf{u}_{1}$ is linearly independent. Iterate this process if necessary. By finite-dimensionality of $V$, this process terminates in a finite number of steps.

Note that this proof works in the infinite-dimensional case as well, but requires Zorn's Lemma.
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## Proof.

Corollary of previous theorem and the spanning set theorem.
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Find the dimension of the subspace $H$ of $\mathbb{R}^{3}$ defined by

$$
H=\left\{\left[\begin{array}{l}
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z
\end{array}\right] \begin{array}{l}
x+y=0 \\
: y+z=0 \\
x-z=0
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Solution: First why is $H$ a subspace? Because $H=\operatorname{Nul} A$ for

$$
A=\left[\begin{array}{rrr}
1 & 1 & 0 \\
0 & 1 & 1 \\
1 & 0 & -1
\end{array}\right]
$$

Now, how does this tell us the dimension of $H$ ?

