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## Just for today

- §1.4 Matrix equations
- §1.5 More on solution sets
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Notice that the vector $A \mathbf{x} \in \mathbb{R}^{2}$ and the entries in $A \mathbf{x}$ are given by the dot products of the rows of $A$ with $\mathbf{x}$. In a similar way one defines matrix multiplication which has $A \mathbf{x}$ as a special case. Lay refers to matrix multiplication as the row-vector rule.
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Let $A$ be a $m \times n$ matrix. Then the following statements are equivalent:
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This theorem says that a matrix $A$ either has all of these properties or none of these properties.
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- Careful about $[A \mathbf{b}] \neq A$
- The first 3 statements follow directly from the definitions and Theorem 3 (try to convince yourself of this!), so it suffices to show the last statement about pivots is equivalent to any of the others.
- The RREF of $A$ does not depend on the vector $\mathbf{b}$ in the augmented matrix $[A \mathbf{b}]$.
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Example of theorem in use?
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## Proof.

Try to prove these as an exercise.
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Where have you seen linear maps before? On the vector space of smooth functions $C^{\infty}(\mathbb{R})$. Namely, for $f$ a smooth function (infinitely differentiable), define $T(f)$ to be the derivative of $f$. Then we see that $T$ is a linear map as well:

$$
\begin{aligned}
T(f+g) & =(f+g)^{\prime}=f^{\prime}+g^{\prime}=T(f)+T(g) \\
T(c f) & =(c f)^{\prime}=c f^{\prime}=c T(f) .
\end{aligned}
$$

The study of linear maps given by matrices is of primary importance in linear algebra.
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To summarize, we have the following theorem...
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## Proof.

This follows from discussion on previous slide: since the number of pivots is $\leq m<n$ and the number of variables is $n$, we see that we must have free variables in this case.
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How many free variables do we have in this case? As we've seen before with a single free variable, we can write a general solution to this system using a parametric vector equation...
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What is the geometric interpretation of the solution set?
Now let $\mathbf{b}=\left[\begin{array}{l}1 \\ 1 \\ 0 \\ 0\end{array}\right]$ and consider the nonhomogeneous linear system $A \mathbf{x}=\mathbf{b}$.
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$(S \subseteq T)$ :
For the reverse containment let $\mathbf{w} \in S$ be any solution to $A \mathbf{x}=\mathbf{b}$. This means $A \mathbf{w}=\mathbf{b}$. But we also know that $A \mathbf{p}=\mathbf{b}$. Can you see how to get a solution to $A \mathbf{x}=\mathbf{0}$ from this?

$$
A(\mathbf{w}-\mathbf{p})=A \mathbf{w}-A \mathbf{p}=\mathbf{b}-\mathbf{b}=\mathbf{0}
$$

Thus $\mathbf{v}_{h}:=\mathbf{w}-\mathbf{p}$ satisfies $A \mathbf{x}-\mathbf{0}$ and $\mathbf{w}=\mathbf{p}+\mathbf{v}_{h}$. This shows that $\mathbf{w} \in S$ and concludes the proof.

