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§1.2 Row Reduction and Echelon Forms

In this section we describe an algorithm for using row operations to
produce simple (from the point of view of finding solutions) linear
systems. Below we apply the algorithm to a 6× 8 matrix:



1 0 0 −5 4 1 6 1
0 1 2 5 6 6 8 8
1 −1 −1 −6 2 −2 3 −3
0 1 1 1 3 3 4 5
−1 1 1 6 −1 2 −2 4

0 −1 −2 −5 −4 −6 −6 −6





1 0 0 −5 0 1 2 −3
0 1 0 −3 0 0 0 2
0 0 1 4 0 3 1 0
0 0 0 0 1 0 1 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0



We call this process row reduction or Gaussian elimination.
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§1.2 Leading entries of a matrix

Definition
A row of a matrix is nonzero if at least one entry in the row is not
zero. We define nonzero columns similarly.

The leading entry of a nonzero row is the left-most nonzero entry.
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§1.2 Row echelon form

Definition
A matrix is in echelon form (or row echelon form) if it satisfies
the following three properties:

I All nonzero rows are above any rows of all zeros. (rows of all
zeros are at the bottom)

I Each leading entry of a row is in a column to the right of the
leading entry of the row above it.

I All entries in a column below a leading entry are zero.
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§1.2 Reduced row echelon form

Definition
A matrix is in reduced echelon form (or reduced row echelon
form) if it is in echelon form and satisfies two additional
conditions:

I The leading entry in each nonzero row is a 1.
I Each leading 1 is the only nonzero entry in its column.
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§1.2 Pivots

Definition
A pivot position in a matrix A is a location in A corresponding to
a leading 1 in the reduced row echelon form of A.

A pivot column is a column of A containing a pivot position.

A pivot is a nonzero entry in a pivot position.
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§1.2 Remarks

I The reduced echelon form of a matrix is unique.
I Although an echelon form of a matrix is not unique, the

positions of the leading entries does not change regardless of
the echelon form.
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§1.2 Row reduction algorithm

The row reduction algorithm follows 5 steps:

1. Take the leftmost nonzero column. This is the leftmost pivot
column. Make the pivot position at the top of the column.

2. Select any nonzero entry in the leftmost pivot column as a
pivot and move it into the pivot position (top) interchanging
rows as necessary.

3. Use row operations to make all entries under the pivot zero.
4. Consider the submatrix obtained by removing the row and

column containing the pivot. Go to the first step and repeat
until there is no submatrix left to consider.

5. Use row operations to create zeros above each pivot.

Steps 1 - 4 obtains an echelon form of the original matrix.
Step 5 obtains the reduced echelon form of the original matrix.
Let’s do a 2× 3 example by hand...
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§1.2 Example

[
2 4 6
1 −2 3

] [
1 0 3
0 1 0

]

Note that there are many ways to obtain the RREF of a matrix!

Computing RREF by hand requires practice (see classwork).
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§1.2 Describing solution sets

Consider the augmented matrix1 0 3 1
0 1 −2 5
0 0 0 0

 .

This corresponds to the linear system

x1 + 3x3 = 1
x2 − 2x3 = 5

x1 = 1− 3x3

x2 = 5 + 2x3

The variables corresponding to pivot columns (i.e x1 and x2) are
called basic variables. The other variables (i.e. x3) are called free
variables. We can use this description to write the set of solutions
parametrically...
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§1.2 Parametric description of solution sets

The solutions of the linear system on the previous slide can be
described as follows. 

x1 = 1− 3x3

x2 = 5 + 2x3

x3 free

We call this the parametric description of the solutions.
We can then describe an arbitrary solution of this system using the
algebraic properties of vectors in R3.x1

x2
x3

 =

1− 3x3
5 + 2x3

x3

 =

1
5
0

 +

−3x3
2x3
x3

 =

1
5
0

 + x3

−3
2
1


This explains the name parametric since the solution set is
described by the parametric equation of a line in R3.
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1− 3x3
5 + 2x3

x3

 =

1
5
0

 +

−3x3
2x3
x3

 =

1
5
0

 + x3

−3
2
1


This explains the name parametric since the solution set is
described by the parametric equation of a line in R3.



§1.2 Existence and uniqueness questions

Theorem
A linear system is consistent if and only if the rightmost column of
the augmented matrix is not a pivot column.

i.e. if and only if an echelon form (not necessarily reduced) has no
row of the form [

0 · · · 0 b
]

with b 6= 0.

Theorem
For a consistent system, the solution set is one of the following:

(a) a unique solution (no free variables)
(b) infinitely many solutions (at least one free variable)



§1.2 Existence and uniqueness questions

Theorem
A linear system is consistent if and only if the rightmost column of
the augmented matrix is not a pivot column.

i.e. if and only if an echelon form (not necessarily reduced) has no
row of the form [

0 · · · 0 b
]

with b 6= 0.

Theorem
For a consistent system, the solution set is one of the following:

(a) a unique solution (no free variables)
(b) infinitely many solutions (at least one free variable)



§1.2 Existence and uniqueness questions

Theorem
A linear system is consistent if and only if the rightmost column of
the augmented matrix is not a pivot column.

i.e. if and only if an echelon form (not necessarily reduced) has no
row of the form [

0 · · · 0 b
]

with b 6= 0.

Theorem
For a consistent system, the solution set is one of the following:

(a) a unique solution (no free variables)
(b) infinitely many solutions (at least one free variable)



§1.2 Existence and uniqueness questions

Theorem
A linear system is consistent if and only if the rightmost column of
the augmented matrix is not a pivot column.

i.e. if and only if an echelon form (not necessarily reduced) has no
row of the form [

0 · · · 0 b
]

with b 6= 0.

Theorem
For a consistent system, the solution set is one of the following:

(a) a unique solution (no free variables)
(b) infinitely many solutions (at least one free variable)


