MATH22 - Linear Algebra with Applications

Exam I ANSWERS
July 11, 2007

1. (30 points) Define each of the following:
(a) a linearly independent set

(b) the span of a set of vectors

(c) an onto function

Answer:

(a) A set of vectors {vy,Vva, ..., vy} islinearly independent if the only solution for (x1, xo, ..., x,)
in the equation

r1vy + 29V + -+ 2, vp =0

is the trivial solution (z1,xs,...,x,) = (0,0,...,0).

(b) The span of a set of vectors is the set of all linear combinations of the vectors in that

set.

(¢) An onto function is a function whose range and codomain are the same.



2. (30 points) Calculate the inverse of

Answer:

so we have
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3. (30 points) Solve the following system:

T +r3 = 2
Ty —T3
—x1 +Ty —x3 = 0.

(Hint: Save yourself some time and trouble by using the result of #2.)
Answer:

This system can be written in the form Ax = b as

1 0 1 7, 2
0 1 -1 T =
-1 1 —-1 x3 0

Noting that this coefficient matrix is the same as the matrix A in the previous problem, we
have that



4. (30 points) Find the general solution of the following system:
T —2!13'2 “+x3 =0
To +x3 —x4 = 1.
Answer:

Using an augmented matrix, we have

1 21 0 0 103 -2 2
— _ .
0 1 1 —1 1 Matfi=il g1 1 1

This gives that the solution is
(21 = 2+ 204 — 3u3

$2:1+LE4—LL’3

x3 is free

| 74 s free.



5. (40 points) Let A and B be n x n matrices. Prove: (A — B)(A+ B) = A? — B? if and
only if A commutes with B.

Answer:

Proof. Let A and B be as given. We have that
(A—B)(A+ B)=AA— BA+ AB — BB = A*> - B> + AB — BA. (1)

If A and B commute, AB — BA =0, and (1) simplifies to (A — B)(A+ B) = A*> — B%. On
the other hand, if A and B do not commute, AB — BA # 0, in which case

(A—=B)(A+ B) — (A* -~ B*) = AB—- BA#0

and so (A — B)(A+ B) # A* — B2 O



6. (40 points) TRUE/FALSE (You need not show your work on these problems):

(a) For n x n matrices A, B, and C,

A(B +C) = BA+ CA.

(b) If AB = BA for the matrices A and B, then

A"BT = BTAT.
100
(¢c) E=1]0 1 0 | isan elementary matrix.
1 10
(d) The mapping
T R3 — RS
T T
U, = T2
T3 —x3

is a linear transformation.

(e) If A is the standard matrix for the linear transformation of R? which maps an arbitrary

vector X — —2x, then A5 = 0.
Answer:
(a) False. A(B+C)=AB+ AC # BA+ CA in general.
(b) True. If AB = BA, then (AB)T = (BA)T, i.e. BTAT = ATBT.

(c) False. To get this matrix from I3 requires at least 2 row operations, while an elementary

matrix is derived from a single operation.

(d) True.
cxy + dyy cxy + dyy 1 11
T(ex+dy)=T ez + Yo =| craty |=c| xm | +d| y
cx3 + dys —cw3 — dys —3 —Ys3

= cT'(x) +dT'(y).

-2 0
(e) True. The standard matrix for this transformation is [ 0 5 ] :



7. (0 points) BONUS: Show that the transpose of an elementary matrix is an elementary

matrix.
Answer:

Looking at the three types of operations represented by an elementary matrix E, we have:

(a) Multiplying a row by a nonzero constant. Here, the transpose of F is the same as the

matrix itself, so it is clearly elementary.

(b) Switching one row with another. Here, the transpose of E is again the same as the

matrix itself, so once again, it is elementary.

(c) Adding a nonzero multiple of one row to another. Suppose we add kR; + R; — R;
for some k # 0. The resulting elementary matrix F has the same elements as the
identity matrix with the lone exception that £Ej; = k # 0. Taking the transpose creates
a matrix F' with the same elements as the identity matrix with the lone exception that
F;; = k. However, this is the same as the elementary matrix obtained by the operation
ER; + R; — R;, and so F' = ET is elementary as well.



