
Math 101 Fall 2013

First Homework

Due Wednesday September 25, 2013

1. Recall that if k is a field and β = { v1, . . . , vn } is a basis for a k-vector space V , then
there is a vector space isomorphism Φ : V → kn given by sending v ∈ V to its coordinate

vector [v]β =







c1
...
cn






where the ci are the unique scalars such that v = c1v1 + · · · + cnvn. If

W is another k-vector space with basis α = {w1, . . . , wm } and if T : V → W is a linear
transformation, then by definition [T ]αβ is the m × n matrix whose jth column is [Tvj]α.
Recall that if A = (aij) is a m × n matrix and B = (bij) is a n × p matrix then AB is the
m× p matrix (cij) with cij =

∑

r airbrj. You may want to use the observation (after having
checked it without including it in your homework write-up) that the jth column of AB is Ac
where c is the jth column of B.

(a) Let V , W , β, α and T be as above. Show that

[Tv]α = [T ]αβ [v]β.

(b) Suppose that γ = { z1, . . . , zp } is a basis for a k-vector space Z and that S : W → Z

is linear. Show that
[ST ]γβ = [S]γα[T ]

α
β .

(c) Let F : R2 → R2 be reflection across the line y = (tan θ)x. Let σ = { e1, e2 } be
the standard basis for R2. Find [F ]σσ. (I suggest the following. Let u = (cos θ, sin θ)
and w = (− sin θ, cos θ). Then β = {u, w } is a basis for R2 and since F (u) = u and
F (w) = −w, the matrix [F ]ββ has a particularly simple form. But by part (b) above,

[F ]σσ = [I]σβ[F ]
β
β[I]

β
σ

where I : R2 → R2 is the identity map. However one of [I]σβ and [I]βσ is easy to compute
and the other is its inverse. For your final answer, you should employ the sum formulas
for sin and cos.)
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ANS: (a) Let v = c1v1 + · · · + cnvn and let Tvj = a1jw1 + · · · + amjwm. Then [T ]αβ = (aij). On
the other hand,

Tv = c1Tv1 + · · ·+ cnTvn

= c1
(

m
∑

k=1

ak1wk

)

+ · · ·+ cn
(

m
∑

k=1

aknwk

)

=
(

n
∑

j=1

a1jcj
)

w1 + · · ·+
(

n
∑

j=1

amjcj
)

wm.

But this just means that

[Tv]β =







∑n
j=1

a1jcj
...

∑n
j=1

amjcj







= (aij)







c1
...
cn







= [T ]αβ [v]α

as required.
(b) The jth column of [ST ]γβ is given by [STvj ]γ . By part (a), this is just [S]γα[Tvj ]α. But [Tvj ]α

is the jth column of [T ]αβ . Hence, by the remark about matrix multiplication above, [STvj ]γ is the

jth column of the product [S]γα[T ]
α
β . This suffices.

(c) We use the notation set up in the problem. Clearly [F ]ββ =
(

1 0

0 −1

)

. Since [
(

x
y

)

]σ =
(

x
y

)

, we

also have [I]αβ = [u v] =
(

cos θ − sin θ
sin θ cos θ

)

and [I]βσ =
(

[I]αβ
)

−1
=

(

cos θ sin θ
− sin θ cos θ

)

Now computing [F ]σσ as suggested in the problem we get

[F ]σσ =

(

cos 2θ sin 2θ
sin 2θ − cos 2θ

)

.

2. Let {Xα}α∈A be a collection of sets (a.k.a. a “set of sets”, which just sounds awful to
me). Let

C := { (α, x) ∈ A×
⋃

α∈A

Xα : x ∈ Xα }.

(Because we can identify Xα with { (α, x) : x ∈ Xα }, C is sometimes called the disjoint

union of the Xα. For example, think about the case where the Xα are all the same. Then
C is quite different from the union.) Show that in the category of sets and functions, the
coproducts exist and are given by the disjoint union.

ANS: There are only two things to do here. First we have to equip C with the canonical injections:
iα : Xα → C given by iα(x) = (α, x). Then we need to see that C and the iαs have the required
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universal property. So let jα : Xa → Y be maps. Then we are forced to define f : C → Y by
f(α, x) = jα(x). This clearly suffices.

3. Let C be a category in which products and coproducts exist. Recall that homC (X, Y )
is a set for any pair of objects in C . Show that there is a unique isomorphism

φ : homC

(

Y,
∏

α∈A

Xα

)

→
∏

α∈A

homC (Y,Xα)

such that πα ◦ φ(h) = pα ◦ h. (Here πα and pα are the natural projections for the product in
category of sets and maps, and for the product in C , respectively.)

Similarly, show that there is a unique isomorphism

ψ : homC

(

∐

α∈A

Xα, Y
)

→
∏

α∈A

homC (Xα, Y )

such that πα ◦ ψ(h) = h ◦ iα.

ANS: We beat this to death in class.

4. Note that in the category of R-modules, we can think of
⊕n

i=1
Mi as either the prod-

uct or the coproduct of the finite set {M1, . . . ,Mn }. Let κk : Mk →
⊕n

i=1
Mi and

πk :
⊕n

i=1
Mi → Mk be the natural maps. In this instance, question 3 says we can identify

the set hom
(

⊕n

i=1
Mi,

⊕r

j−1
Nj

)

with the set
⊕n,r

i=1,j=1
hom(Mi, Nj); specifically, we identify

h with the matrix [h] = (hij) where hij = πi ◦ h ◦ κj ∈ hom(Mj, Ni). Thus

h(m1, . . . ,mn) =
(

∑

h1j(mj),
∑

h2j(mj), . . . ,
∑

hrj(mj)
)

Verify that if h ∈ hom
(

⊕n

i=1
Mi,

⊕r

j−1
Nj

)

and k ∈ hom
(

⊕r

j−1
Nj,

⊕s

k=1
Pk

)

, then [k◦h] =

[k][h] (with the obvious interpretation of [k][h]).

5. Suppose that V and W are finite-dimensional k-vector spaces over the field k. Let
T : V → W be a linear map. Show that there are bases β of V and α of W such that [T ]αβ is
diagonal (i.e., all off-diagonal entries zero) with diagonal entries in {0, 1}. (I used the proof
of the rank-nullity theorem as a guide.)

ANS: Let S = {w1, . . . , wk } be a basis for the image of T . Let we can extend S to a basis
α = {w1, . . . , wm } of W . Let vi be such that Tvi = wi for 1 ≤ i ≤ k. It is a standard linear algebra
exercise to show that { v1, . . . , vk } is linearly independent. Hence it too can be extended to a basis
β = { v1, . . . , vn } of V . Now the matrix [T ]αβ =

(

Ik 0

0 0

)

is what we want.
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6. Suppose that V is a finite-dimensional k-vector space and that T : V → V is linear. Show
that V has a basis β such that [T ]ββ is diagonal with entries in {0, 1} (as in question 5) if
and only if T = T 2. Compare with the result from question 5.

ANS: If there is a basis such that [T ]ββ has the given form, then clearly ([T ]ββ)
2 = [T ]ββ . Hence by

problem 1(b), [T 2]ββ = [T ]ββ and T 2 = T .

Now suppose that T = T 2. Let {w1, . . . , wr } be a basis for the image of T . Note that Tws = ws

for all s. Let { v1, . . . , vr } be a basis for the kernel of T . (Note that s might be zero.) By the
rank-nullity theorem, the dimension of V is r+s. Therefore to see that β = {w1, . . . , wr, v1, . . . , vs }
is a basis for V , it suffices to see that it is linearly independent. So suppose that there are scalars
such that

c1w1 + · · ·+ crwr + d1v1 + · · ·+ dsvs = 0.

Applying T to both sides gives c1w1 + · · ·+ crwr = 0 and we can conclude each ci = 0. But then we
have d1v1 + · · ·+ dsvs = 0. This implies dj = 0 for all j. Hence β is a basis and clearly [T ]ββ has the
required form.

In the previous problem, we were able to choose different bases for the domain and range space.
Hence we did not need any conditions on T .

7. Let V and W be k-vector spaces as above. Then homk(V,W ) is just a fancy way of
describing the set of linear maps from V to W . After picking a bases for V and W , we
can identify homk(V,W ) with the set Mm×n(k) of m × n matrices where m = dimW and
n = dimV . We write GLm(k) for the invertible m ×m-matrices. Recall that A and B in
Mm×n(k) are row-equivalent if and only if there is a P ∈ GLm(k) such that PA = B and
that each such A is row-equivalent to a unique matrix R in row-reduced echelon form.

(a) Define an equivalence relation on homk(V,W ) so that T ∼ S if and only if there is an
isomorphism U : W → W such that S = UT . If k is a finite field with p elements,
dimV = 4 and dimW = 2, then how may equivalence classes are there?

(b) Now define T ≈ S if there are isomorphisms U1 : V → V and U2 : W → W so that
S = U2TU1. How many ≈-equivalence classes are there if dimV = n and dimW = m?

ANS: Fix bases β for V and α for W . Then T 7→ [T ]αβ establishes a bijection between homk(V,W )
and Mm×n(k). Similarly, we get a bijection between the isomorphisms of W with itself and the set
GLm(k) of invertible m×m-matrices.

(a) Thus on Mm×n(k) our equivalence relation ∼ becomes A ∼ B if and only if there is a P ∈
GLm(k) such that A = PB. That is, A and B are equivalent if and only if they are row equivalent.
Therefore by the comments above, the equivalence classes are in one-to-one correspondence with
matrices in row-reduced echelon form.
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Now if n = 4, m = 2 and |k| = p, then the echelon forms look like

(

0 0 0 0
0 0 0 0

)

(

0 0 0 1
0 0 0 0

)

,
(

0 0 1 ∗

0 0 0 0

)

,
(

0 1 ∗ ∗

0 0 0 0

)

,
(

1 ∗ ∗ ∗

0 0 0 0

)

(

0 0 1 0
0 0 0 1

)

,
(

0 1 ∗ 0
0 0 0 1

)

,
(

0 1 0 ∗

0 0 1 ∗

)

,
(

1 ∗ ∗ 0
0 0 0 1

)

,
(

1 ∗ 0 ∗

0 0 1 ∗

)

,
(

1 0 ∗ ∗

0 1 ∗ ∗

)

,

where a “∗” can be any one of p elements. Thus there are

1 + (1 + p+ p2 + p3) + (1 + p+ p2 + p2 + p3 + p4) = 3 + 2p+ 3p2 + 2p3 + p4

classes.
(b) Again, we view ≈ and an equivalence relation on Mm×n(k) and then A ≈ B if and only if

there are invertible matrices P and Q such that A = PBQ. It follows from problem , that each
equivalence class contains a matrix of the form

(

Ir 0

0 0

)

. Since r is clearly the rank of any matrix in
the equivalence class, there is one and only one such matrix in each equivalence class. There are
m+1 of these (including the zero matrix!), and hence m+1 equivalence classes. ERROR: I screwed
up. There can be at most min{m,n} ones on the diagonal, so the correct answer is min{m,n} + 1
classes.
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