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Abstract

Generalizing the classical theorems of Max Noether and Petri, we describe
generators and relations for the canonical ring of a stacky curve, including an ex-
plicit Gröbner basis. We work in a general algebro-geometric context and treat log
canonical and spin canonical rings as well. As an application, we give an explicit
presentation for graded rings of modular forms arising from finite-area quotients of
the upper half-plane by Fuchsian groups.
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CHAPTER 1

Introduction

1.1. Motivation: Petri’s theorem

The quotient X = Γ\H of the upper half-plane H by a torsion-free cocompact
Fuchsian group Γ ≤ PSL2(R) naturally possesses the structure of a compact Rie-
mann surface of genus g ≥ 2; and conversely, every compact Riemann surface of
genus g ≥ 2 arises in this way. The Riemann surface X can be given the struc-
ture of a nonsingular projective (algebraic) curve over C: indeed, when X is not
hyperelliptic, the canonical map X ↪→ Pg−1 obtained from global sections of the
sheaf Ω = ΩX of holomorphic differential 1-forms on X gives such an algebraic
structure. Even when X is hyperelliptic, the canonical ring (sometimes also called
the homogeneous coordinate ring)

R = R(X) =

∞⊕
d=0

H0(X,Ω⊗d)

hasX ≃ ProjR (as Ω is ample). Much more is known about the canonical ring: for a
general curve of genus g ≥ 4, its image is cut out by quadrics. More specifically, by a
theorem of Enriques, completed by Babbage [Bab39], and going by the name Petri’s
theorem [Pet23], if X is neither hyperelliptic, trigonal (possessing a map X → P1

of degree 3), nor a plane curve of degree 5 (and genus 6), then R ≃ C[x1, . . . , xg]/I
is generated in degree 1 and the canonical ideal I of relations in these generators is
generated in degree 2. In fact, Petri gives explicit quadratic relations that define the
ideal I in terms of a certain choice of basis x1, . . . , xg for H0(X,Ω) and moreover
describes the syzygies between these quadrics.

This beautiful series of results has been generalized in several directions. Arba-
rello–Sernesi [AS78] considered embeddings of curves obtained when the canonical
sheaf is replaced by a special divisor without basepoints. Noot [Noo88] and Do-
dane [Dod09] considered several generalizations to stable curves. Another rich
generalization is the conjecture of Green [Gre82], where generators and relations
for the canonical ring of a variety of general type are considered. Green [Gre84]
also conjectured a relationship between the Clifford index of a curve and the degrees
of the subsequent syzygies (as a graded module) for the canonical ring; for curves
of Clifford index 1 (trigonal curves and smooth plane quintics), this amounts to
Petri’s theorem. This second conjecture of Green was proved for a generic curve by
Voisin; see the survey by Beauville [Bea05].

1.2. Orbifold canonical rings

Returning to the opening paragraph, though, it is a rather special hypothesis
on the Fuchsian group Γ (finitely generated, of the first kind) that it be cocompact
and torsion free. Already for Γ = PSL2(Z), this hypothesis is too restrictive, as
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2 1. INTRODUCTION

PSL2(Z) is neither cocompact nor torsion free. One can work with noncocompact
groups by completing Γ\H and adding points called cusps, and then working with
quotients of the (appropriately) completed upper half-plane H∗. We denote by H(∗)

either the upper half-plane or its completion, according as Γ is cocompact or not,
and let ∆ denote the divisor of cusps for Γ, an effective divisor given by the sum
over the cusps.

In general, any quotient X = Γ\H(∗) with finite area can be given the structure
of a Riemann surface, but only after “polishing” the points with nontrivial stabilizer
by adjusting the atlas in their neighborhoods. The object X itself, on the other
hand, naturally has the structure of a 1-dimensional complex orbifold (“orbit space
of a manifold”): a Hausdorff topological space locally modeled on the quotient of
C by a finite group, necessarily cyclic. Orbifolds show up naturally in many places
in mathematics [Sat56, Thu97].

So the question arises: given a compact, connected complex 1-orbifold X over
C, what is an explicit description of the canonical ring of X? Or, put another way,
what is the generalization of Petri’s theorem (and its extensions) to the case of
complex orbifold curves? This is the central question of this monograph.

1.3. Rings of modular forms

This question also arises in another language, as the graded pieces

Rd = H0(X,Ω⊗d)

of the canonical ring go by another name: they are naturally identified with certain
spaces of modular forms of weight k = 2d on the group Γ (see section 6.2). More
generally,

H0(X,Ω(∆)⊗d) ≃ M2d(Γ)

is the space of modular forms of weight k = 2d, and so we are led to consider the
canonical ring of the log curve (X,∆),

R(X,∆) =

∞⊕
d=0

H0(X,Ω(∆)⊗d),

where ∆ is the divisor of cusps. For example, the group Γ = PSL2(Z) with X(1) =
Γ\H∗ and ∆ = ∞ the cusp at infinity has the ring of modular forms

R(X(1),∆) = C[E4, E6],

a graded polynomial ring in the Eisenstein series E4, E6 of degrees 2 and 3 (weights
4 and 6), respectively. Consequently, the log curve (X(1),∆) is described by its
canonical ring, and X(1) ≃ ProjR(X(1),∆) as Riemann surfaces or as curves over
C, even though X(1) has genus 0 and thus has a trivial canonical ring. In this way,
the log curve (X(1),∆) behaves like a curve with an ample canonical divisor and
must be understood in a different way than the classical point of view with which
we began.

The calculation of the dimension of a space of modular forms using the valence
formula already suggests that there should be a nice answer to the question above
that extends the classical one. We record the relevant data in the signature of
the Fuchsian group Γ ≤ PSL2(R): if Γ has elliptic cycles (conjugacy classes of
elements of finite order) with orders 2 ≤ e1 ≤ · · · ≤ er < ∞ and δ parabolic cycles
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(identified with cusps), and X = Γ\H(∗) has genus g, then we say that Γ has
signature (g; e1, . . . , er; δ).

Wagreich has studied the question of the structure of the ring of automorphic
forms over C: he has described all signatures such that the canonical ring is gener-
ated by at most 3 forms [Wag80] and, using the theory of singularities of complex
surfaces, he gives more general results on the structure of algebras of automorphic
forms [Wag81]. This work implies, for example, that for any N ≥ 1, the ring of
modular forms for Γ0(N) is generated as a C-algebra in degree at most 3 (weight
at most 6). Rustom [Rus14] has also studied the degrees of generators for the
ring of modular forms for Γ0(N) and Γ1(N) defined over certain subrings A ⊆ C;
he goes further and also bound the degrees of a minimal set of relations [Rus16].
Borisov–Gunnells [BG03] and Khuri-Makdisi [KM12] have also studied such pre-
sentations. Scholl [Sch79] showed for certain finite index subgroups Γ ≤ SL2(Z)
and a subring A ⊆ C satisfying certain hypotheses that the ring of modular forms
for Γ defined over A is finitely generated: his proof is elementary and constructive,
giving an explicit set of generators.

For many purposes, it is very useful to have a basis of modular forms in high
weight specified by a monomial basis in forms of low weight—and this is furnished
by a sufficiently robust understanding of a presentation for the ring of modular
forms. Some explicit presentations of this form have been obtained for small level,
e.g. by Tomohiko–Hayato [TH11].

1.4. Main result

In this monograph, we consider presentations for canonical rings in a general
context as follows. A stacky curve X over a field k is a smooth proper geometri-
cally connected Deligne–Mumford stack of dimension 1 over k with a dense open
subscheme. A stacky curve is tame if its stabilizers have order not divisible by
char k. (For more on stacky curves, see chapter 5.) A log stacky curve (X ,∆) is a
stacky curve X equipped with a divisor ∆ which is a sum of distinct points each
with trivial stabilizer. (One could consider more general log structures—but see
Remark 5.6.4.) The notion of the signature (g; e1, . . . , er; δ) of a tame log stacky
curve (X ,∆) extends in a natural way: g is the genus of the coarse space X of X ,
there are r stacky points with (necessarily cyclic) stabilizers of order ei ∈ Z≥2, and
δ = deg∆ ∈ Z≥0. We accordingly define the Euler characteristic

χ(X ,∆) = 2− 2g − δ −
r∑

i=1

(
1− 1

ei

)
and say (X ,∆) is hyperbolic if χ(X ,∆) < 0.

Our main result is an explicit presentation given by generators and relations
for the canonical ring of a log stacky curve in terms of its signature. A simplified
version of our results is contained the following theorem.

Main Theorem 1.4.1. Let (X ,∆) be a hyperbolic, tame log stacky curve over
a perfect field k with signature σ = (g; e1, . . . , er; δ), and let e = max(1, e1, . . . , er).
Then the canonical ring

R(X ,∆) =

∞⊕
d=0

H0(X ,Ω(∆)⊗d)
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is generated as a k-algebra by elements of degree at most 3e with relations of degree
at most 6e.

Moreover, if g+ δ ≥ 2, then R(X ,∆) is generated in degree at most max(3, e)
with relations in degree at most 2max(3, e).

For log stacky curves that are not hyperbolic, the canonical ring is isomorphic
to k (when χ > 0) or a polynomial ring in one variable (when χ = 0): see Exam-
ple 5.6.9. We may relax the hypothesis that k is perfect by asking instead that the
stacky curve is separably rooted (Definition 5.1.4). It is a slightly surprising con-
sequence of our computation of canonical rings that the Gröbner basis structure
really only depends only on the signature and not on the position of the stacky
points themselves.

The bounds given in the above theorem are sharp:

• A hyperelliptic curve X of genus 2 with δ = 0 and e = 1 (nothing stacky
or log about it) has R(X ,∆) minimally generated in degrees up to 3 with
minimal relations up to degree 6: see (2.3.2).

• A (non-stacky) log curve (X ,∆) with δ = 1 and e = 1 also has a canonical
ring with minimal generators in degrees up to 3 with minimal relations in
degree up to 6: see sections 4.4–4.5.

• A stacky curve with signature (0; 2, 3, 7; 0) has e = 7 and canonical ring
generated in degrees 6, 14, 21 with a single relation in degree 42.

For many tables of canonical rings for small signature, see the Appendix.
Losing a bit of generality, but as part of the same argument, we can improve

the bound in the main theorem as follows.

Corollary 1.4.2. With notation as in the Main Theorem 1.4.1, if g ≥ 2 and
δ ̸= 1, 2, then R(X ,∆) is generated in degree at most e with relations in degree at
most 2e.

The bound in Corollary 1.4.2 is sharp in several senses. First, it reduces to the
one provided by Petri’s theorem in the case e = 1. Moreover, for all e ≥ 2, the
bound is achieved by a non-exceptional curve of genus g ≥ 3 with a single stacky
point of order e (Example 8.4.2).

For the cases missed by Corollary 1.4.2, we give an explicit description:

• For g = 0, there is an explicit finite list of signatures (and one family)
where there is a generator in degree > e: see Theorem 9.3.1.

• For g = 1 and δ = 0, there is a short, explicit finite list of exceptions: see
Corollary 8.6.9.

• For the remaining cases (where g ≥ 2 and either δ = 0 or δ ≥ 3), see
Theorem 4.1.3.

1.5. Extensions and discussion

In this monograph, we extend the above results in three important directions.
First, in the spirit of Schreyer’s standard basis approach to syzygies of canonical
curves [Sch91] (see also Little [Lit98]), we exhibit a Gröbner basis of the canonical
ideal with respect to a suitable term ordering and a general choice of generators,
something that contains much more information than just degrees of generators and
relations and that promises to be more useful in future work. Second, we consider
the situation where the canonical divisor is replaced by a theta (or half-canonical)
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divisor, corresponding to modular forms of odd weight: our results in this direction
have already been extended by Landesman–Ruhm–Zhang [LRZ16b]. Third, we
consider relative stacky curves, defined over more general base schemes.

In particular, for classical modular curves, we have the following corollary that
sharpens the results mentioned in section 1.3 and resolves a conjecture of Rustom
[Rus14, Conjecture 2].

Corollary 1.5.1. For N ≥ 1, the graded ring of modular forms

M
(
Γ0(N),Z[ 1

6N ]
)
=

∞⊕
k=0

Mk

(
Γ0(N),Z[ 1

6N ]
)

with coefficients in Z[ 1
6N ] is generated by forms in weight at most 6 and with

relations in weight at most 12.

Main Theorem 1.4.1 can be similarly applied to any family of Shimura curves
arising from a quaternion algebra B over a totally real field F : bounds on the
possible elliptic order e can be read from F and refined by the algebra B (see
e.g. Voight [Voi09, §3]), and for specific curves the signature gives an explicit
description of the canonical ring.

Our results are couched in the language of canonical rings of log stacky curves
because we believe that this is the right setting to pose questions of this nature.
To this end, we state a “stacky Riemann existence theorem” (Proposition 6.1.6,
essentially a consequence of work of Behrend–Noohi [BN06]), giving an equivalence
of algebraic (stacky curves) and analytic (1-orbifold) categories over C, so that one
has an interpretation of our result in the orbifold category. We adopt the point of
view taken by Deligne–Mumford [DM69] in their proof of the irreducibility of the
moduli space of curves: in particular, our results hold over fields of characteristic
p > 0. (One cannot simply deduce everything in characteristic p from that in
characteristic 0, since e.g. the gonality of a curve may decrease under degeneration.)

Our results are new even for classical curves with log divisor: although the
structure of the canonical ring R is well-known in certain cases, the precise structure
of canonical rings does not appear in the literature. For instance, one subtlety is
that the canonical ring R(X,∆) with ∆ = P as single point is not generated
in degree 1; so we must first work out the structure of R(X,∆) for ∆ of small
degree (and other “minimal” cases) directly. From there, we deduce the structure
of R(X,∆) in all classical cases. A key ingredient is a comprehensive analysis of
surjectivity of the multiplication map (M) in Theorem 3.2.2, addressing various
edge cases and thus generalizing the theorem of Max Noether.

For stacky curves, one hopes again to induct. There are new minimal cases
with coarse space of genus 0 and genus 1 which cannot be reduced to a classical
calculation. Some of these (such as signature (0; 2, 3, 7; 0)) were worked out by Ji
[Ji98] from the perspective of modular forms; however most are not and require a
delicate combinatorial analysis. The new and complicating feature is that divisors
on a stacky curve have “fractional” parts which do not contribute sections (see
Lemma 5.4.7), and the canonical rings thus have a staircase-like structure. Even
when the coarse space is a general high genus curve, stacky canonical rings tend to
have Veronese-like relations coming from products of functions in different degrees
having poles of the same order, and new arguments are needed.
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1.6. Previous work on canonical rings of fractional divisors

Canonical rings of fractional divisors (also known as Q-divisors) have been
considered before. An early example due to Kodaira elucidates the structure of the
canonical ring of an elliptic surface X → C via the homogeneous coordinate ring
of the (fractional) ramification divisor on C (see Remark 11.1.5).

Reid [Rei90] considers work in a similar vein: he deduces the structure of the
canonical ring of certain canonically embedded surfaces (with q = 0) using the fact
that a general hyperplane section is a canonically embedded spin curve, and so the
canonical ring of the surface and of the spin curve can thereby be compared.

In higher dimension, adding a divisor to a big divisor changes the geometry
of the resulting model, and the minimal model program seeks to understand these
models. Indeed, the explicit structure of the canonical ring is inaccessible in general
except in very particular examples, and even the proof of its finite generation is a
central theorem. By contrast, in our work (in dimension 1), minimal models are
unique so the canonical model does not depend on this choice, and finite generation
of the canonical ring in dimension 1 is very classical. The point of this monograph is
to comprehensively and very explicitly understand the fine structure of the canon-
ical ring of certain fractional divisors on a curve; we hope this will elucidate the
structure of other, less accessible canonical rings in higher dimension. In this vein,
see recent work by Landesman–Ruhm–Zhang [LRZ16a] for Hirzebruch surfaces as
well as projective spaces in arbitrary dimension.

1.7. Computational applications

There are several computational applications to the explicit structure theorem
(including Gröbner basis with generic initial ideal) for log canonical rings provided
in this monograph; we highlight two obvious applications here.

First, to compute the graded ring of modular forms itself, it is necessary to
know the degrees of generators and relations, and an explicit version allows for the
most efficient implementation. This is quite important when computing equations
for modular and Shimura curves using q-expansions or more generally using power
series expansions [VW14]. Second, the Gröbner basis (with respect to a term
order) provides a standard basis of monomials for the canonical ring in any degree.
Consequently, as alluded to above, to compute q-expansions for forms of large
weight k, one may compute q-expansions for generating forms in small weight and
then substitute into the standard monomial basis. Indeed, our term orders are
particularly well-suited for this kind of computation because they involve the order
of zero and pole at stacky or log points: see Remark 8.3.8.

1.8. Generalizations

We conclude this introduction with some remarks on potential generalizations
of this work to other contexts.

First, one can replace log divisors with more general effective divisors (with
multiplicities), and the same results hold with very minor modifications to the
proofs. Second, we consider a restricted class of base schemes only for simplicity;
one could also work out the general case, facing some mild technical complications.
Third, one can consider arbitrary Q-divisors: O’Dorney [O’D15] considers this
extension in genus 0.
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Fourth, if one wishes to work with stable curves having nodal singularities
that are not stacky points, one can work instead with the dualizing sheaf, and we
expect that analogous results will hold using deformation theory techniques: see
Abramovich–Vistoli [AV02], Abramovich–Graber–Vistoli [AGV08], and Abram-
ovich–Olsson–Vistoli [AOV11] for a discussion and applications of nodal stacky
curves and their structure and deformation theory.

In fact, many of our techniques are inductive and only rely on the structure
of the canonical ring of a classical (nonstacky) curve; it is therefore likely that our
results generalize to geometrically integral singular curves, inducting from Schreier
[Sch91]. An example of this is Rustom’s thesis [Rus, Rus16]—he considers the
ring of integral forms for Γ0(p). Here, the reduction of X0(p) at p is a nodal
stacky curve; Rustom’s techniques invoke the theory of p-adic modular forms and
congruences between sections of powers of a sheaf, an approach quite different than
the one taken in this monograph.

Finally, more exotic possibilities would allow stacky points as singularities,
arbitrary singular curves, and wild stacky points (where the characteristic of the
residue field divides the order of the stabilizer). For example, one may ask for a
description of a suitable canonical ring of X0(p

e) over Zp.

1.9. Organization and description of proof

This monograph is organized as follows. We begin in chapter 2 by considering
the case (I) of canonical rings for curves in the usual sense (as just schemes),
revisiting the classical work of Petri: in addition to providing the degrees of a
minimal set of generators and relations (Theorem 2.1.1), we describe the (pointed)
generic initial ideal with respect to a graded reverse lexicographic order: see e.g.
Theorem 2.8.1 for the case of a nonhyperelliptic curve of genus g ≥ 3.

Second, we tackle the case (II) of a classical log curve. To begin, in chapter 3 we
prove a generalization of Max Noether’s theorem (Theorem 3.2.2), characterizing
the surjectivity of multiplication maps arising in this context. Then in chapter 4,
we compute the degrees of generators and relations (Theorem 4.1.3) and present
the pointed generic initial ideal (see e.g. Proposition 4.8.2 for the case of general
large log degree).

We then turn to log stacky curves. We begin in chapter 5 by introducing
the algebraic context we work in, defining stacky curves and their canonical rings
and providing a few examples in genus 1 (which later become base cases (III)). In
chapter 6, we then relate stacky curves to complex orbifolds (via stacky Riemann
existence, Proposition 6.1.6) and modular forms.

Our task is then broken up into increasingly specialized classes of log stacky
curves. To begin with, in chapter 7 we consider canonical rings of log stacky curves
whose coarse space has genus zero. This chapter is a bit technical, but the main
idea is to reduce the problem to a combinatorial problem that is transparent and
computable: in short, we give a flat deformation to a monoid algebra and then
simplify. Indeed, the arguments we have made about generating and relating have
to do with isolating functions with specified poles and zeros. To formalize this, we
consider functions whose divisors have support contained in the stacky canonical
divisor; they are described by integer points in a rational cone (7.1.2). These func-
tions span the relevant spaces, but are far from being a basis. To obtain a basis, we
project onto a 2-dimensional cone. We then prove that a presentation with Gröbner
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basis can be understood purely in terms of these two monoids (Proposition 7.1.11),
and we give an explicit bound (Proposition 7.2.3) on the degrees of generators and
relations in terms of this monoid.

This description is algorithmic and works uniformly in all cases, but unfortu-
nately it is not a minimal presentation for the canonical ring. To find a minimal
presentation, we argue by induction on the number of stacky points: once the de-
gree of the canonical divisor is “large enough”, the addition of a stacky point has
a predictable affect on the canonical ring (via inductive theorems in chapter 8).
However, there are a large number of base cases to consider. To isolate them,
we first project further onto the degree and show that aside from certain explicit
families, this monoid has a simple description (Proposition 7.2.11). To prepare
for the remaining cases, we provide a method of simplifying (section 7.3) the toric
description obtained previously for these cases: our main tool here is the effective
Euclidean algorithm for univariate polynomials.

Next, in chapter 8, we present our inductive theorems (Theorems 8.3.1, 8.5.1,
and 8.6.7). Rather than presenting the canonical ring of a log stacky curve all at
once, it is more natural and much simpler to describe the structure of this ring
relative to the morphism to the coarse space. This inductive strategy works for
a large number of cases, including all curves of genus at least 2 and all curves of
genus 1 aside from those in case (III) presented above: we compute generators,
relations, and the generic initial ideal with a block (or elimination) term ordering
that behaves well with respect to the coarse space morphism. We then conclude
the proof of our main theorem (Theorem 8.4.1) in genus at least one.

For the case of genus zero, in chapter 9, we apply the methods of chapter 7
to compute enough base cases (IV) so that then the hypotheses of the inductive
theorems in chapter 8 apply. To carry out these computations, we must overcome
certain combinatorial and number-theoretic challenges based on the orders of the
stacky points; the stacky curves associated to triangle groups, having signature
(0; e1, e2, e3; 0), are the thorniest.

In chapter 10, we extend our results to the case of half-canonical divisors
and spin canonical rings, corresponding to modular forms of odd weight (Theo-
rem 10.4.6). Finally, in chapter 11, we extend these results to the relative case,
concluding with a proof of Rustom’s conjecture (Proposition 11.3.1).

Our results are summarized in the Appendix, where we give tables providing
generators, relations, and presentations for canonical rings for quick reference.
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CHAPTER 2

Canonical rings of curves

In this chapter, we treat the classical theory of canonical rings (with an exten-
sion to the hyperelliptic case) to guide our results in a more general context. The
purpose of this chapter is to give an explicit presentation for the canonical ring of
a curve by specifying the generic initial ideal of the canonical ideal with respect to
a convenient term order.

2.1. Setup

Throughout, we work over a field k with separable closure k. For basic ref-
erences on the statements for curves we use below, see Hartshorne [Har77, §IV],
Saint-Donat [SD73], the book of Arbarello–Cornalba–Griffiths–Harris [ACGH85,
§III.2], and the simple proof of Petri’s theorem by Green–Lazarsfeld [GL85]. For
more on term orders and Gröbner bases, there are many good references [AL94,
CLO05, CLO07, GP07, KL00]. In this section, we introduce the classical setup
of canonical rings.

Let X be a smooth projective curve (separated, geometrically integral scheme
of dimension 1 of finite type) over a field k. To avoid repetitive hypotheses, we will
suppose that all curves under consideration are smooth and projective.

Let Ω = ΩX be the sheaf of differentials on X over k and let g = dimk H
0(X,Ω)

be the genus of X. When convenient, we will use the language of divisors; let K be
a canonical divisor for X. We define the canonical ring of X to be the graded ring

R = R(X) =

∞⊕
d=0

H0(X,Ω⊗d)

and we let Rd = H0(X,Ω⊗d) be the dth graded piece. We say that R is standard if
R is generated in degree 1; for more on the combinatorial commutative algebra we
will use, see Stanley [Sta04, Chapters I, II].

The following theorem is well-known, and it forms the foundation upon which
the remainder of this monograph is built.

Theorem 2.1.1. LetX be a curve. Then the canonical ring R ofX is generated
by elements of degree at most 3 with relations of degree at most 6.

The main result of this chapter is an explicit version of Theorem 2.1.1. For a
proof when X is nonhyperelliptic, see e.g. Mumford [Mum75, pp. 237–241] or the
quick and simple proof by Green–Lazarsfeld [GL85, Corollary 1.7, Remark 1.9].
Our proof is self-contained, it covers all cases, and it gives a bit more in providing
the generic initial ideal of the canonical ideal.

See Table (I) of the Appendix for a case-by-case summary of canonical rings
of curves; we review the proof of this table in this section, and we now proceed to
further set up the framework in which we work.

9
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Let M be a finitely generated, graded R-module and let R≥1 =
⊕

d≥1 Rd be

the irrelevant ideal. Then M and M/R≥1M are graded k-vector spaces. A set
of elements of M generate M as an R-module if and only if their images span
M/R≥1M as a k-vector space. The Poincaré polynomial of M is the polynomial

P (M ; t) =

∞∑
d=1

dimk(M/R≥1M)dt
d = a1t+ · · ·+ aDtD

where ad = dimk(M/R≥1M)d and whereD is the maximal degree such that aD ̸= 0.
Applying this with M = R≥1, we find that ProjR is a closed subscheme of the

weighted projective space

P(⃗a) = P(D, . . . ,D︸ ︷︷ ︸
aD

, . . . , 1, . . . , 1︸ ︷︷ ︸
a1

) = P(DaD , . . . , 1a1) = Proj k[x]⃗a

with deg(xd,i) = d, where k[x]⃗a is the polynomial ring with generators as encoded
in the vector a⃗ (i.e., a1 in degree 1, a2 in degree 2, etc.). Thus

R ≃ k[x]⃗a/I (2.1.2)

where I is a (weighted) homogeneous ideal and hence a finitely generated, graded
R-module, called the canonical ideal of X (with respect to the choice of generators
xd,i).

The Hilbert function of R is defined by

ϕ(R; d) = dimk Rd

and its generating series is called the Hilbert series of R

Φ(R; t) =

∞∑
d=0

ϕR(d)t
d ∈ Z[[t]].

By a theorem of Hilbert–Serre, we have that

Φ(R; t) =
Φnum(R; t)∏D
d=1(1− td)ad

.

where Φnum(R; t) ∈ Z[t]. By Riemann–Roch, for a curve of genus g ≥ 2, we have

Φ(R; t) = 1 + gt+

∞∑
d=2

(2d− 1)(g − 1)td

=
1 + (g − 2)t+ (g − 2)t2 + t3

(1− t)2

(2.1.3)

(but to compute Φnum(R; t) we will need to know the Poincaré generating polyno-
mial, computed below).

Remark 2.1.4. There is a relationship between Φnum(R; t) (sometimes called
the Hilbert numerator) and the free resolution of R over the graded polynomial ring
k[x]⃗a, but in general it is not simple to describe [Rei00, Remark 3.6]. (See also
Eisenbud [Eis05, §15.9].)

Remark 2.1.5. Under a field extension k′ ⊇ k, we have

dimk Rd = dimk′(R⊗k k′)d

for all d; so in particular the Poincaré polynomial can be computed over a separably
or algebraically closed field k.
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We will use Riemann–Roch frequently to calculate the dimension of the canon-
ical ring and the canonical ideal as follows. We have an exact sequence

0 → I → k[x]⃗a → R → 0

so in degree d ≥ 1 we have

dim(k[x]⃗a)d = dimRd + dim Id. (2.1.6)

We have Rd = H0(X, dK) and its dimension can be calculated by Riemann–
Roch; and dim(k[x]⃗a)d can be calculated by a combinatorial formula, for example
if k[x]⃗a = k[x1, . . . , xg] is standard then

dim k[x]d =
((g

d

))
=

(
g + d− 1

d

)
.

2.2. Terminology

In this section, we define term orders on the graded polynomial rings and the
notion of a generic initial ideal.

We equip the polynomial ring k[x]⃗a with the (weighted graded) reverse lexico-
graphic order grevlex ≺: if

xm⃗ =
∏
d,i

x
md,i

d,i

and xn⃗ are monomials in k[x]⃗a, then xm⃗ ≻ xn⃗ if and only if either

a⃗ · m⃗ =
∑
d,i

dmd,i > a⃗ · n⃗ (2.2.1)

or

a⃗ · m⃗ = a⃗ · n⃗ and the last nonzero entry in m⃗− n⃗ is negative. (2.2.2)

(By last nonzero entry we mean right-most entry.) It is important to note that in
(2.2.2), the ordering of the variables matters: it corresponds to a choice of writing
the exponents of a monomial as a vector. A common choice for us will be

x
m1,1

1,1 · · ·xmD,aD

D,aD
↔ (mD,1, . . . ,mD,aD

, . . . ,m1,1, . . . ,m1,a1
) (2.2.3)

in which case we have x2,1 ≻ x2
1,2 ≻ and x5,1 ≻ x2

1,6x3,2, etc. We indicate this
ordering in the presentation of the ring, e.g. for the above we would write

k[x]⃗a = k[xD,1, . . . , xD,aD
, . . . , x1,1, . . . , x1,a1

].

In this way, our relations write generators in larger degree in terms of those in
smaller degree, which gives the most natural-looking canonical rings to our eyes.

For a homogeneous polynomial f ∈ k[x]⃗a, we define the initial term in≺(f) to
be the monomial in the support of f that is largest with respect to ≺, and we
define in≺(0) = 0. Let I ⊆ k[x]⃗a be a homogeneous ideal. We define the initial ideal
in≺(I) to be the ideal generated by {in≺(f) : f ∈ I}. A Gröbner basis (also called
a standard basis) for I is a set {f1, . . . , fn} ⊂ I such that

⟨in≺(f1), . . . , in≺(fn)⟩ = in≺(I).

A Gröbner basis for I a priori depends on a choice of basis for the ambient
graded polynomial ring; we now see what happens for a general choice of basis. For
further reference on generic initial ideals, see Eisenbud [Eis95, §15.9] and Green
[Gre10].
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To accomplish this task, we will need to tease apart the “new” variables from
the “old”, and we do so as follows. For each d ≥ 1, let

bd = dimk(k[x]⃗a)d and Wd = k[xc,j : c < d]d. (2.2.4)

Then (k[x]⃗a)d is spanned by Wd and the elements xd,i by definition, and the space
Wd is independent of the choice of the elements xc,j . The group GLb1 × · · ·×GLbD

acts naturally on k[x]⃗a: GLb1 acts on (k[x]⃗a)1 with the standard action, and in
general for each d ≥ 1, on the space (k[x]⃗a)d, the action on Wd is by induction and
on the span of xd,i by the natural action of GLbd .

We define the linear algebraic group scheme

G = Ga⃗ ≤ GLb1 × · · · ×GLbD (2.2.5)

over k to be those matrices which act as the identity on Wd for each d, understood
functorially (on points over each k-algebra A, etc.). In particular, it follows that if
γ ∈ G then γd|Rd/Wd

is invertible, and so the restriction of G to each factor GLbd

is an “affine Ax+ b” group for d > 1. For γ ∈ G, we define γ · I = {γ · f : f ∈ I}.
Proposition 2.2.6. There exists a unique, maximal Zariski dense open sub-

scheme
U ⊆ Ga⃗

defined over k such that in≺(γ · (I ⊗k k)) is constant over all γ ∈ U(k).

Proof. This proposition in the standard case for grevlex with char k = 0 is
a theorem of Galligo [Gal74]; it was generalized to an arbitrary term order and
arbitrary characteristic by Bayer–Stillman [BS87, Theorem 2.8]. The adaptations
for the case where generators occur in different degrees is straightforward; for con-
venience, we sketch a proof here, following Green [Gre10, Theorem 1.27]. In each
degree d, we write out the matrix whose entries are the coefficients of a basis of Id,
with columns indexed by a decreasing basis for monomials of degree d. The dimen-
sion of in≺(I)d is given by the vanishing of minors, and the monomials that occur
are given by the first minor with nonzero determinant, which is constant under the
change of variables in a Zariski open subset. (Equivalently, one can view this in
terms of the exterior algebra, as in Eisenbud [Eis95, §15.9].) This shows that the
initial ideal in degree d is constant on a Zariski open subset. Inductively, we do this
for each increasing degree d. In the end, by comparing dimensions, we see that it is
enough to stop in the degree given by a maximal degree of a generator of the generic
initial ideal (which must exist, as the graded polynomial ring is noetherian), so the
intersection of open sets is finite and the resulting open set U is Zariski dense. □

Definition 2.2.7. The generic initial ideal gin≺(I) ⊆ k[x]⃗a of I is the monomial
ideal such that

gin≺(I) = in≺(γ · (I ⊗k k)) ∩ k[x]⃗a for all γ ∈ U(k) ⊆ GLa⃗(k)

as in Proposition 2.2.6.

Remark 2.2.8. If k is infinite, then it is enough to check that in≺(γ · I) is
constant for all γ ∈ U(k), and one can work directly with the generic initial ideal
over k. If k is finite, then the Zariski dense open U in Proposition 2.2.6 may have
U(k) = ∅, and it is possible that the generic initial ideal is not achieved by a change
of variables over k—it would be interesting to see an example if this indeed happens.
Nevertheless, monomial ideals are insensitive to extension of the base field, so we
can still compute the generic initial ideal over an infinite field containing k (like k).
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Passing to generic coordinates has several important features. First, it does not
depend on the choice of basis xd,i (i.e. the choice of isomorphism in (2.1.2)). Second,

the generic initial ideal descends under base change: if X is the base change of X
to k with canonical ring R, then P (R≥1; t) = P (R≥1; t) (since this is a statement

about dimensions) and so if R = k[x]⃗a/I then

gin≺(I) = gin≺(I)⊗k k (2.2.9)

and so the monomial (Gröbner) basis for these are equal.

Remark 2.2.10. Further, if R is standard (so D = 1 and the weighted pro-
jective space is the usual projective space), then the generic initial ideal gin≺(I) is
Borel fixed, meaning

γ · (J ⊗k k) = J ⊗k k for every upper triangular matrix γ = (γi) ∈ GLb1(k)

and strongly stable, meaning

if x1,ix
m⃗ ∈ gin≺(I) then x1,jx

m⃗ ∈ gin≺(I) for all x1,j ≺ x1,i.

The Castelnuovo–Mumford regularity can then be read off from the generic initial
ideal in this case: it is equal to the maximum degree appearing in a set of minimal
generators of I. The analogue for a more general weighted canonical ring has not
been worked out in detail, to the authors’ knowledge.

Remark 2.2.11. Although we only compute initial ideals here, we could also
compute the initial terms of the Gröbner bases for all syzygy modules in the free
resolution of I: in fact, for a Borel-fixed monomial ideal, one obtains a minimal
free resolution [PS08].

In what follows, we will need a restricted version of the generic initial ideal.
Let S be a finite set of points in P(⃗a)(k) with σ(S) = S for all σ ∈ Gal(k/k) such
that I vanishes on S.

Lemma 2.2.12. There exists a unique Zariski closed subscheme and linear al-
gebraic group HS ≤ Ga⃗ defined over k such that

HS(k) = {γ ∈ Ga⃗ : γ · I vanishes on S}. (2.2.13)

Proof. The subscheme HS is defined by Gal(k/k)-invariant polynomial equa-
tions in the entries of Ga⃗, so is a closed subscheme defined over k. □

Proposition 2.2.14. Suppose that I vanishes on S. Then for each irreducible
component Vi of HS , there exists a unique, maximal Zariski dense open subscheme
Ui ⊆ Vi, such that in≺(γ · (I ⊗k k)) is constant over all γ ∈ Ui(k).

Proof. The proof is the same as the proof of Proposition 2.2.6, restricting to
each component of HS . □

Definition 2.2.15. A pointed generic initial ideal gin≺(I;S) ⊆ k[x]⃗a (or pointed

gin) of I relative to S is a monomial ideal such that gin≺(I) = in≺(γ ·(I⊗kk))∩k[x]⃗a
for all γ ∈ U(k) ⊆ GLa⃗(k) for some U a Zariski open subset as in Proposition 2.2.14.

In particular, I may have several pointed generic initial ideals, as the subscheme
HS may not be irreducible; however, in the cases of interest that appear in this
article, the subscheme HS will turn out to be irreducible so in this case we will
refer to it as the pointed generic initial ideal.
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Remark 2.2.16. There are several possible variations on pointed generic initial
ideals; basically, we want to impose some linear, algorithmically checkable condi-
tions on the generators in the degrees where they occur. (Vanishing conditions
along a set is one possibility, having poles is another—and one can further impose
conditions on the tangent space, etc.) These can be viewed also in terms of a re-
ductive group, but for the situations of interest here our conditions are concrete
enough that we will just specify what they are rather than defining more exotic
notions of gin.

Remark 2.2.17. For theoretical and algorithmic purposes, the generic initial
ideals have the advantage that they do not depend on finding or computing a basis
with special properties. Moreover, there is an algorithm (depending on the specific
situation) that determines if a given choice of basis is generic or not: the special
set that one must avoid is effectively computable. We will see for example in the
nonhyperelliptic case where Petri’s argument applies, one can check that a choice
of generators is general by an application of the Riemann–Roch theorem, and by
computing syzygies one can check if Petri’s coefficients are zero.

We do not dwell on this point here and leave further algorithmic adaptations
for future work.

2.3. Low genus

Having laid the foundations, we now consider in the coming sections the canon-
ical ring depending on cases. We assume throughout the rest of this chapter that
k = k is separably closed; this is without loss of generality, by (2.2.9) (see also
Remark 2.2.8 for #k < ∞).

Example 2.3.1. The canonical ring of a curve of genus g ≤ 1 is trivial, in the
following sense. If g = 0, then R = k (in degree 0) and ProjR = ∅. If g = 1,
then the canonical divisor K has K = 0, so R = k[u] is the polynomial ring in one
variable and ProjR = P0 = Spec k is a single point. The corresponding Poincaré
polynomials are P (R≥1; t) = 0 and P (R≥1; t) = t. (These small genera were easy,
but in the stacky setting later on, they will be the most delicate to analyze!)

In light of Example 2.3.1, we suppose that g ≥ 2. Then the canonical divisor
K has no basepoints, so we have a canonical morphism X → Pg−1. A curve X (over
k = k) is hyperelliptic if g ≥ 2 and there exists a (nonconstant) morphism X → P1

of degree 2; if such a map exists, it is described uniquely (up to post-composition
with an automorphism of P1) as the quotient of X by the hyperelliptic involution
and is referred to as the hyperelliptic map.

If X is hyperelliptic, then K is ample but not very ample: the canonical mor-
phism has image a rational normal curve of degree g−1. In this section, we consider
the special case g = 2, where X is hyperelliptic, and the canonical map is in fact
the hyperelliptic map. Here, 3K (but not 2K) is very ample, and a calculation
with Riemann–Roch yields

R ≃ k[x1, x2, y]/I with I = ⟨y2 − h(x1, x2)y − f(x1, x2)⟩ (2.3.2)

where x1, x2 are in degree 1, y is in degree 3, and f(x1, x2), h(x1, x2) ∈ k[x1, x2]
are homogeneous polynomials of degree 6, 3, respectively. Therefore X ≃ ProjR ⊆
P(1, 1, 3) is a weighted plane curve of degree 6. The Poincaré polynomials are
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P (R≥1; t) = 2t+ t3 and P (I; t) = t6. We take the ordering of variables y, x1, x2 as
in 2.2.3, so that in the notation of (2.2.2) we take

ym2,1x
m1,1

1 x
m1,2

2 ↔ (m2,1,m1,1,m1,2);

and consequently in≺(I) = ⟨y2⟩, hence the underline in (2.3.2). Here, the group Ga⃗

defined in (2.2.5) consists of γ = (γ1, γ2) ∈ GL2 ×GL5 with GL2 acting on x1, x2

in the usual way, and γ2 fixes x3
1, x

2
1x2, x1x

2
2, x

3
2 and acts on y by

γ2 · y = g11y + g12x
3
1 + g13x

2
1x2 + g14x1x

2
2 + g15x

3
2

with g11 ∈ k× and g1i ∈ k. For all such γ ∈ G, we maintain in≺(γ · I) = ⟨y2⟩, so
gin≺(I) = ⟨y2⟩. Finally, by (2.1.3), the Hilbert series is

Φ(R; t) =
1− t6

(1− t)2(1− t3)
= 1 + 2t+ 3t2 + 5t3 + 7t4 + 9t5 + . . .

so Φnum(R; t) = 1− t6.
The pointed generic initial ideal introduced in Definition 2.2.15 gives the same

result for the set S = {(0 :: 1 : 0), (0 :: 0 : 1)} of bicoordinate points on P(3, 1, 1).
Choosing y, x1, x2 that vanish on S, we obtain a presentation as in (2.3.2) but with
f(x1, x2) having no terms x6

1, x
6
2. We accordingly find gin≺(I;S) = ⟨y2⟩.

2.4. Basepoint-free pencil trick

We pause to prove a key ingredient that we will use in many places in this
monograph: the basepoint-free pencil trick due originally to Castelnuovo. Let D be
a divisor on X, and let V ⊆ H0(X,D) be a subspace. A basepoint of V is a point
P ∈ X(k) such that for all f ∈ V we have P ∈ supp(D + div f). Accordingly, we
say V is basepoint free if V has no basepoints.

Lemma 2.4.1 (Basepoint-free pencil trick). Let D,D′ be divisors on X. Let
x1, x2 ∈ H0(X,D) be linearly independent and suppose that V = ⟨x1, x2⟩ is base-
point free. Then the kernel of the multiplication map

V ⊗H0(X,D′) → H0(X,D +D′)

is equal to

{x1 ⊗ x2z − x2 ⊗ x1z : z ∈ H0(X,D′ −D)} ≃ H0(X,D′ −D). (2.4.2)

Proof. We follow Arbarello–Cornalba–Griffiths–Harris [ACGH85, §III.3, p.
126]; see also e.g. Eisenbud [Eis05, Exercise 17.18]. Evidently, the set (2.4.2) is
contained in the kernel of multiplication. Conversely, without loss of generality
let x1 ⊗ y2 − x2 ⊗ y1 be an element of the kernel with y1, y2 ∈ H0(X,D′). Then
x1y2 = y1x2, so

y1
x1

=
y2
x2

∈ H0(X,D′ − div(x1)) ∩H0(X,D′ − div(x2)).

We can write div(x1) = D1 − D and div(x2) = D2 − D with D1, D2 ≥ 0. But
then by the hypothesis that V is basepoint-free we must have D1, D2 disjoint, so
z = y1/x1 = y2/x2 ∈ H0(X,D′ −D), and

x1 ⊗ y2 − x2 ⊗ y1 = x1 ⊗ x2z − x2 ⊗ x1z

as claimed. □
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2.5. Pointed gin: High genus and nonhyperelliptic

In this section, we suppose that X is not hyperelliptic and g ≥ 3 and pursue
an explicit description of canonical ring. An explicit description of Petri’s method
to determine the canonical image, with an eye toward Gröbner bases, is given by
Schreyer [Sch91]; see also Little [Lit98] and Berkesch–Schreyer [BS15].

Under our hypotheses, the canonical divisorK is basepoint free and very ample,
and the canonical morphism is a closed embedding. Consequently R is generated
in degree 1 and so

R ≃ k[x1, . . . , xg]/I

where x1, . . . , xg ∈ H0(X,K) are a basis and X ≃ ProjR ⊆ Pg−1, so P (R≥1; t) =
gt. From (2.1.3), we compute that

Φnum(R; t) = (1 + (g − 2)t+ (g − 2)t2 + t3)(1− t)g−2.

Let Pi ∈ X(k) be points in linearly general position for i = 1, . . . , g with
respect to K: that is to say, there are coordinates xi ∈ H0(X,K) such that the
map x : X → Pg with coordinates xi has x(Pi) = (0 : · · · : 0 : 1 : 0 : · · · : 0) (with
1 in the ith coordinate) are coordinate points. (Here we use that k = k: we may
have to take a field extension of k to obtain g rational points in linearly general
position.) Let E = P1 + · · · + Pg−2. Then H0(X,K − E) is spanned by xg−1, xg,
and by Riemann–Roch, we have

dimH0(X, 2K − E) = 2g − 1.

By the basepoint-free pencil trick (Lemma 2.4.1, with V = H0(X,D) and
D = K − E and D′ = K), the multiplication map

H0(X,K − E)⊗H0(X,K) → H0(X, 2K − E) (2.5.1)

has kernel isomorphic to H0(X,E) which has dimension

(g − 2) + 1− g + 2 = 1

and which is spanned by xg−1 ⊗ xg − xg ⊗ xg−1. The domain of the multiplication
map (2.5.1) has dimension 2g, so the map is surjective. Thus, we have found a
basis of elements in H0(X, 2K − E):

xsxg−1 and xsxg for s = 1, . . . , g − 2, and x2
g−1, xg−1xg, x

2
g.

But the products xixj for 1 ≤ i < j ≤ g− 2 also belong to this space, so we obtain
a number of linear relations that yield quadrics in the canonical ideal:

fij = xixj −
g−2∑
s=1

aijs(xg−1, xg)xs − bij(xg−1, xg), for 1 ≤ i < j ≤ g − 2, (2.5.2)

where aijs(xg−1, xg), bij(xg−1, xg) ∈ k[xg−1, xg] are homogeneous forms of degrees
1, 2. The leading terms of these forms are xixj , and we have

dimk I2 =

(
g − 2

2

)
by (2.1.6), so the quadrics fij (2.5.2) form a basis for I2 and the terms of degree
2 in a (minimal) Gröbner basis for I. If s ̸= i, j, then aijs must vanish to at least
order 2 at Ps; up to scaling, for each 1 ≤ s ≤ g − 2, there is a unique such nonzero
form αs ∈ k[xg−1, xg], and consequently aijs = ρsijαs with ρsij ∈ k for all i, j, s; for
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general points Pi, the leading term of αs is xg−1 for all s. We call the coefficients
ρijs Petri’s coefficients.

The quadrics fij do not form a Gröbner basis with respect to grevlex: in
degree d = 3, we have the ambient dimension dimR3 = dimH0(X, 3K) = 5g − 5
by Riemann–Roch but only the contribution

dim k[x]3/⟨xixj : 1 ≤ i < j ≤ g − 2⟩ = 6g − 8

coming from the leading terms of the quadrics fij , spanned by

x3
s, x

2
sxg−1, x

2
sxg, xsx

2
g−1, xsxg−1xg, xsx

2
g, for s = 1, . . . , g − 2, and

x3
g−1, x

2
g−1xg, xg−1x

2
g, x

3
g,

so there are 6g−8−(5g−5) = g−3 additional cubics (and a quartic relation, as we
will see) in a Gröbner basis. (This can also be verified by Riemann–Roch (2.1.6).)
To find these cubics, consider the multiplication map

H0(X,K − E)⊗H0(X, 2K − E) → H0(X, 3K − 2E). (2.5.3)

By the basepoint-free pencil trick (Lemma 2.4.1), the kernel of the map (2.5.3) is
isomorphic to H0(X,K); so the image has dimension

2(2g − 1)− g = 3g − 2

and is spanned by

xix
2
g−1, xixg−1xg, xix

2
g, x

3
g−1, x

2
g−1xg, xg−1x

2
g, x

3
g

for i = 1, . . . , g − 2. At the same time, the codomain has dimension 5g − 5− 2(g −
2) = 3g − 1 so the image has codimension 1. Generically, any element αsx

2
s for

s = 1, . . . , g − 2 spans this cokernel. Thus, possibly altering each αs by a nonzero
scalar, we find cubic polynomials

Gij = αix
2
i − αjx

2
j + lower order terms ∈ I3 (2.5.4)

with 1 ≤ i < j ≤ g − 2, where lower order terms means terms (of the same
homogeneous degree) smaller under ≺. Since Gij +Gjs = Gis, the space generated
by the Gij is spanned by say Gi,g−2 for 1 ≤ i ≤ g − 3. Looking at leading terms,
generically x2

ixg−1, we see that these give the remaining cubic terms in a Gröbner
basis of I. Finally, the remainder of xg−2G1,g−2 −α1x1f1,g−2 upon division by the
relations fij and Gi,g−2 gives a quartic element

Hg−2 = αg−2x
3
g−2 + lower order terms (2.5.5)

with leading term xg−1x
3
g−2.

We have proven the following proposition.

Proposition 2.5.6 (Schreyer [Sch91, Theorem 1.4]). The elements

fij for 1 ≤ i < j ≤ g − 2, and Gi,g−2 for 1 ≤ i ≤ g − 3, and Hg−2,

comprise a Gröbner basis for I, and

in≺(I) = ⟨xixj : 1 ≤ i < j ≤ g−2⟩+⟨x2
ixg−1 : 1 ≤ i ≤ g−3⟩+⟨x3

g−2xg−1⟩. (2.5.7)

If g = 3, then by the indices there are no quadrics fij or cubics Gi,g−2, but
there is nevertheless a quartic element Hg−2 belonging to I: that is to say, I is
principal, generated in degree 4, so X is a plane quartic and gin≺(I;S) = ⟨x3

1x2⟩,
where

S = {(1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1)}
is the set of coordinate points.
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So suppose g ≥ 4. Then by the way Hg−2 was constructed (2.5.5), we see that I
is generated in degrees 2 and 3. Arguments similar to the ones in Proposition 2.5.6
imply the following syzygies hold (known as the Petri syzygies):

xjfik − xkfij +

g−2∑
s=1
s̸=j

asikfsj −
g−2∑
s=1
s̸=k

asijfsk − ρijkGjk = 0. (2.5.8)

These imply that I is not generated by I2 if and only if ρijs = 0 for all i, j, s. Indeed,
the space of quadrics I2 ⊂ I generate I or they cut out a surface of minimal degree
in Pg−1 (and X lies on this surface), in which case we call X exceptional.

A curve is exceptional if and only if one of the following two possibilities occurs:
either X is trigonal, i.e. there exists a morphism X → P1 of degree 3, or g = 6 and
X is isomorphic (over k) to a smooth plane curve of degree 5. If X is trigonal, and
g ≥ 4, then the intersection of quadrics in I2 is the rational normal scroll swept out
by the trisecants of X. If g = 6 and X is isomorphic to a smooth plane curve of
degree 5, then the intersection of quadrics is the Veronese surface (isomorphic to P2)
in P5 swept out by the conics through 5 coplanar points of X. In the exceptional
cases, the ideal I is generated by I2 and I3, and

P (I; t) =

(
g − 2

2

)
t2 + (g − 3)t3.

In the remaining nonexceptional case, where g ≥ 4 and X is neither hyperelliptic
nor trigonal nor a plane quintic, then I = ⟨I2⟩ is generated by quadrics by (2.5.8),
and we have

P (I; t) =

(
g − 2

2

)
t2.

Remark 2.5.9. It follows that the elements ρsij are symmetric in the indices
i, j, s, for otherwise we would obtain further elements in a Gröbner basis for I.

Remark 2.5.10. In fact, Schreyer also establishes that Proposition 2.5.6 re-
mains true for singular canonically embedded curves X, if X possesses a simple
(g − 2)-secant and is non-strange.

Theorem 2.5.11. Let S be the set of coordinate points in Pg−1. Then there
is a unique pointed generic initial ideal gin≺(I;S) and gin≺(I;S) = in≺(I) (as in
Proposition 2.5.6).

Proof. Let H = HS ≤ GLg,k be the closed subscheme as in (2.2.13) vanishing
on S. We need to verify that in≺(γ · I) = in≺(I) for generic γ ∈ H(k) with I and
in≺(I) as in Proposition 2.5.6. We follow the proof of the existence of the generic
initial ideal (Proposition 2.2.6).

For γ ∈ H(k), the condition that

in≺(γ · I)2 = in≺(I)2 = ⟨xixj : 1 ≤ i < j ≤ g − 2⟩
is indeed defined by a nonvanishing

(
g−2
2

)
×
(
g−2
2

)
determinant whose entries are

are quadratic in the coefficients of g: the condition that γ · I vanishes on the
coordinate points implies that the elements of (γ · I)2 belong to the span of xixj

with 1 ≤ i < j ≤ g.
Similarly, applying γ ∈ H(k) to Gij as in (2.5.4) and reducing with respect to

γ · fij , the leading term will not contain any monomial x3
s with 1 ≤ s ≤ g nor any

monomial divisible by xsxt for 1 ≤ s < t ≤ g − 2; thus γ · Gij lies in the span of
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x2
sxg−1 and x2

sxg with 1 ≤ s ≤ g. Again, the condition that in≺(γ · I)3 = in≺(I)3
is defined by a nonvanishing determinant, as desired. And to conclude, the same
argument works for Hg−2. □

2.6. Gin and pointed gin: Rational normal curve

In this section, we pause to consider presentations of the coordinate ring of a
rational normal curve. This case will be necessary when we turn to hyperelliptic
curves—and one can already see some new arguments required to extend the above
analysis to encompass the generic initial ideal itself.

Let X = P1 and let D be a divisor of degree g−1 on X with g ∈ Z≥1. Consider
the complete linear series on D: this embeds X ↪→ Pg−1 as a rational normal curve
of degree g − 1.

Following Petri, let P1, . . . , Pg ∈ X(k) be general points and choose coordinates
xi ∈ H0(X,D) such that x(Pi) = (0 : · · · : 0 : 1 : 0 : · · · : 0) (with 1 in the ith
coordinate) are coordinate points. Let S ⊂ Pg−1(k) be the set of these coordinate
points. We equip the ambient ring k[x1, . . . , xg] with grevlex. Let I ⊆ k[x1, . . . , xg]
be the vanishing ideal of the rational normal curve X. By construction, I vanishes
on S.

Lemma 2.6.1. We have

gin≺(I;S) = in≺(I;S) = ⟨xixj : 1 ≤ i < j ≤ g − 1⟩.

Proof. By Riemann–Roch (2.1.6), there are
(
g−1
2

)
linearly independent quad-

rics that vanish on the image of X in Pg−1. These quadrics vanish on S, so they are
composed of monomials xixj with i ̸= j. The first

(
g−1
2

)
possible leading terms in

grevlex are xixj with 1 ≤ i < j ≤ g−1; if one of these is missing, then we can find a
quadric with leading term xixg for some i; but then this quadric is divisible by xg,
a contradiction. A monomial count then verifies that the initial ideal is generated
by quadrics. So in fact every possible pointed initial ideal is as in the statement of
the lemma, and so in particular this holds for the generic initial ideal. □

Next we turn to the pointed initial ideal.

Remark 2.6.2 (Semicontinuity of ranks). We will use the following observation
repeatedly: any function that is a combination of continuous functions and rank
defines a lower semicontinuous function. Relevant in our context, if D is a divisor
on a variety X, then the rank of the span of a set of monomials on a basis of
H0(X,D) is lower semicontinuous on the space of bases of H0(X,D).

To reset notation, we now simply consider the embedding X ↪→ Pg−1 without
any pointed conditions, so the coordinates xi ∈ H0(X,D) are a basis.

Lemma 2.6.3. We have

gin≺(I) = ⟨xixj : 1 ≤ i ≤ j ≤ g − 2⟩.

Proof. We will apply Remark 2.6.2, so first we show that the lemma holds
with a convenient choice of basis. There exist x1, . . . , xg ∈ H0(X,D) such that for
all d ≥ 1, a basis for

⟨x1, . . . , xg⟩ · ⟨xg−1, xg⟩d−1 (2.6.4)

in degree d is a basis for H0(X, dD): for example, without loss of generality we
may take D = (g − 1)∞, and if x ∈ H0(X,∞) is nonzero then we can take
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xi = xi for i = 1, . . . , g − 1 and xg = 1.

It follows from the semicontinuity of ranks (Remark 2.6.2) that (2.6.4) is a basis
for all d ≥ 1 for generic coordinates on H0(X,D). Thus we obtain relations with
leading term xixj in grevlex for 1 ≤ i ≤ j ≤ g − 2 via

xixj ∈ H0(X, 2D) = ⟨x1, . . . , xg⟩⟨xg−1, xg⟩.

The statement of the lemma follows, as the only possible initial terms not divisible
by any xixj with 1 ≤ i ≤ j ≤ g − 2 belong to the basis (2.6.4). □

2.7. Pointed gin: Hyperelliptic

We now echo Petri’s approach in the hyperelliptic case, making modifications
as necessary.

Let X be hyperelliptic with genus g ≥ 3. Then a canonical divisor K is ample
but not very ample, and the canonical map has image Y ⊂ Pg−1 a rational normal
curve of degree g−1. Let Pi be points on X in linearly general position for K with
i = 1, . . . , g. Choose coordinates xi ∈ H0(X,K) such that

x(Pi) = (0 : · · · : 0 : 1 : 0 : · · · : 0) (with 1 in the ith coordinate)

are coordinate points, and let S1 = {P1, . . . , Pg}. Let J ⊆ k[x1, . . . , xg] be the
vanishing ideal of the rational normal curve Y . By construction, J vanishes on S1.
By Lemma 2.6.1, we have

in≺(J ;S1) = ⟨xixj : 1 ≤ i < j ≤ g − 1⟩

and the coordinate ring of Y is spanned by the monomials

xa
i x

d−a
g , with 1 ≤ i ≤ g − 1 and 0 ≤ a ≤ d (2.7.1)

in each degree d ≥ 1.
The canonical ring of the hyperelliptic curve X is generated in degrees 1 and

2, since K is basepoint free and 2K is very ample; or see e.g. Theorem 3.2.2. Let
E = P1 + · · · + Pg. (In Petri’s case, we took E = P1 + · · · + Pg−2; somehow the
extra generator in degree 2 leads us to take a smaller effective divisor to work with
respect to.) We have

dimH0(X, 2K − E) = 3g − 3− g = 2g − 3

and the space of products xixj in this space with 1 ≤ i < j ≤ g has dimension
g − 1; it is fixed by the hyperelliptic involution and is generically spanned by xixg

for i = 1, . . . , g − 1. So we can augment this to a basis with elements yi with
i = 1, . . . , g − 2. We equip the ambient ring

k[y1, . . . , yg−2, x1, . . . , xg]

with grevlex. Then the images of the points P1, . . . , Pg comprise the set

S = {(0 : 0 : · · · : 0 :: 1 : 0 : · · · : 0), . . . , (0 : 0 : · · · : 0 :: 0 : · · · : 0 : 1)}

of g “bicoordinate” points in P(2g−2, 1g).

Proposition 2.7.2. The elements

xi for 1 ≤ i ≤ g, and yj for 1 ≤ j ≤ g − 2
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generate the canonical ring R. There exist elements

fij for 1 ≤ i < j ≤ g − 1,

Gij for 1 ≤ i ≤ g − 3, 1 ≤ j ≤ g − 1, and

Hij for 1 ≤ i < j ≤ g − 2,

(2.7.3)

which comprise a Gröbner basis for I with generic initial ideal

in≺(I;S) = ⟨xixj : 1 ≤ i < j ≤ g − 1⟩
+ ⟨yixj : 1 ≤ i ≤ g − 3, 1 ≤ j ≤ g − 1⟩
+ ⟨yiyj : 1 ≤ i, j ≤ g − 2⟩.

(2.7.4)

Proof. First consider the space

V = H0(X, 3K − E)

of dimension 5g − 5 − g = 4g − 5. The hyperelliptic-fixed subspace, spanned by
monomials in the variables xi, has dimension 3g − 3 + 1− g = 2g − 2, spanned by

x2
ixg, xix

2
g for i = 1, . . . , g − 1.

A complementary space, therefore, has dimension 2g− 3. We claim that the mono-
mials

yixg for i = 1, . . . , g − 2, and yg−2xi for i = 1, . . . , g − 1

span a complementary space. Indeed, each such monomial belongs to this space;
and since (g − 2) + (g − 1) = 2g − 3, it is enough to show linear independence.
Suppose

a(y)xg + yg−2b(x) = c(x)xg (2.7.5)

in V . Consider the points Qi = ι(Pi), the images of Pi under the hyperelliptic
involution. Then xj(Qi) = 0 for i ̸= j, and generically yj(Qi) ̸= 0 for all i, j. For
each i = 1, . . . , g − 1, all monomials in (2.7.5) vanish at Pi except yg−2xi, so the
coefficient of this monomial is zero. Thus a(y)xg = c(x)xg so a(y) = c(x), and
linear independence follows from degree 2.

Remark 2.7.6. One can think of the argument above as a replacement for an
argument that would use a basepoint-free pencil trick on the pencil spanned by xg

and yg−2. We find a basis with terms divisible by either xg or yg−2 and we argue
directly using pointed conditions. Unlike Petri’s case, because xg occurs deeper
into the monomial ordering, we must argue (also using vanishing conditions) that
the relations obtained in this way have the desired leading monomial.

But now consider the monomials yixj ∈ V with i = 1, . . . , g − 3 and j =
1, . . . , g − 1. By the preceding paragraph, we have

yixj = aij(y)xg + yg−2bij(x) + cij(x)xg. (2.7.7)

Plugging in Qk for k ̸= j shows that bij(x) is a multiple of xj . Therefore the leading
term of these relations under grevlex are yixj , so they are linearly independent.

Next, quartics: a basis for H0(X, 4K − E), a space of dimension 7g − 7− g =
6g − 7, with hyperelliptic fixed subspace of dimension 4g − 4 + 1− g = 3g − 3, is

x3
ixg, x

2
ix

2
g, xix

3
g, yjxg, yg−2xixg, yg−2x

2
i

with i = 1, . . . , g − 1 and j = 1, . . . , g − 2. Indeed, we have xgH
0(X, 3K − Pg) ⊂

H0(X, 4K − E)—accounting for a space of dimension 5g − 5 − 1 = 5g − 6 and
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all but the last g − 1 terms—and the remaining terms are linearly independent
because plugging Qi into the relation a(x, y)xg = b(x)yg−2 for i = 1, . . . , g−1 gives
b(x) = 0. Since yiyj ∈ H0(X, 4K − E), we get relations with leading term yiyj for

i, j = 1, . . . , g−2. (One can also conclude by Theorem 3.2.2 that the multiplication
map H0(X,K)⊗H0(X, 3K) → H0(X, 4K) is surjective.)

A count analogous to Petri’s case gives that this is a Gröbner basis.
In sum, we have shown that the pointed initial ideal with respect to our chosen

set of generators is given by (2.7.4). Semicontinuity of ranks implies that (2.7.4) is
in fact the generic pointed initial ideal. (One can also conclude by the argument
of nonzero determinant as in Lemma 2.6.1 and Theorem 2.5.11 that relations with
leading terms yixj and yiyj remain leading terms up to linear combination for any
general choice of yi.)

Finally, the relations are minimal: the quadrics are linearly independent, the
cubics are independent of the quadrics as they are linear in the variables yi, and
the quartics have leading term yiyj which is not even in the ideal generated by all
of the monomials occurring in all of the quadratic and cubic relations. □

The Poincaré polynomial of I is thus

P (I; t) =

(
g − 1

2

)
t2 + (g − 1)(g − 3)t3 +

(
g − 1

2

)
t4,

and finally, we have P (R≥1; t) = gt+ (g − 2)t2 so

Φ(R; t) = 1 + gt+

∞∑
d=2

(2d− 1)(g − 1)td

=
(1 + (g − 2)t+ (g − 2)t2 + t3)(1− t− t2 + t3)g−2

(1− t)g(1− t2)g−2
.

Example 2.7.8. For concreteness, we exhibit this calculation for g = 3. We
have

R ≃ k[y, x1, x2, x3]/I with I = ⟨q(x), y2 − h(x)y − f(x)⟩,
where xi have degree 1 and y degree 2, and f(x), h(x), q(x) ∈ k[x] = k[x1, x2, x3] are
homogeneous of degrees 4, 2, 2. So the Poincaré polynomial is indeed P (R≥1; t) =
gt + (g − 2)t2 = 3t + t2. Under a general linear change of variable, the initial
monomial of q(x) is x2

1, and the initial term of y2 − h(x)y − f(x) remains y2 as in
the previous case. Thus generic initial ideal of I is

gin≺(I) = ⟨x2
1, y

2⟩
and the Hilbert series is

Φ(R; t) =
1− t2 − t4 + t6

(1− t)3(1− t2)

and P (I; t) = t2 + t4.

Remark 2.7.9. One obtains a nongeneric initial ideal in this hyperelliptic case
from a special presentation that takes into account the fact that X is a double cover
of a rational normal curve as follows. Letting u0, u1 be homogeneous coordinates
for P1 with degree 1/(g − 1) and v having degree (g + 1)/(g − 1), then R is the
image of

Proj k[v, u0, u1]/(v
2 − h(u0, u1)v − f(u0, u1)),
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with h(u0, u1), f(u0, u1) ∈ k[u0, u1] of the appropriate homogeneous degree, under
the closed Veronese-like embedding

P
(

1

g − 1
,

1

g − 1
,
g + 1

g − 1

)
↪→ P(1, . . . , 1︸ ︷︷ ︸

g

, 2, . . . , 2︸ ︷︷ ︸
g−2

)

(u0 : u1 : v) 7→ (ug−1
0 : ug−2

0 u1 : · · · : ug−1
1 :

vug−3
0 : vug−4

0 u1 : · · · : vug−3
1 ).

The image has presentation

R ≃ k[x1, x2, . . . , xg, y1, . . . , yg−2]

N + J

with xi of degree 1 and yi of degree 2; the ideal N is defined by the 2× 2-minors of(
x1 x2 . . . xg−1 y1 . . . yg−3

x2 x3 . . . xg y2 . . . yg−2

)
and J is an ideal generated by elements of the form

yiyj −
g−2∑
s=1

aijs(x)ys − bij(x), for i, j = 1, . . . , g − 2,

with aijs(x), bij(x) ∈ k[x] = k[x1, . . . , xg] of degree 2, 4, depending on the terms
h(u), f(u) in the defining equation. We calculate that the leading term of a minor
(a generator of J) is given by the antidiagonal, so we have

in≺(I) = ⟨xi : 2 ≤ i ≤ g − 1⟩2 + ⟨yixj : 2 ≤ i ≤ g − 2, 1 ≤ j ≤ g − 1⟩
+ ⟨yi : 1 ≤ i ≤ g − 2⟩2

(verifying that the associated elements of N + J form a Gröbner basis).

2.8. Gin: Nonhyperelliptic and hyperelliptic

We finish this chapter with the computation of the generic initial ideal of a
canonical curve.

Theorem 2.8.1. The generic initial ideal of the canonical ideal of a nonhy-
perelliptic curve X (with respect to grevlex) of genus g ≥ 3 embedded in Pg−1

is

gin≺ I = ⟨xixj : 1 ≤ i ≤ j ≤ g − 3⟩+ ⟨xix
2
g−2 : 1 ≤ i ≤ g − 3⟩+ ⟨x4

g−2⟩.

Proof. We begin by exhibiting a suitable basis forH0(X,K). Let x1, . . . , xg−2

be general elements of H0(X,K). Let D be an effective divisor of degree g− 2 and
let xg−1, xg be a basis of H0(X,K −D). Then x1, . . . , xg is a basis for H0(X,K).
By the basepoint free pencil trick, we find that H0(X, 2K −D) is spanned by

⟨x1, . . . , xg⟩ · ⟨xg−1, xg⟩. (2.8.2)

We claim that the elements (2.8.2), together with the monomials

xixg−2, for 1 ≤ i ≤ g − 2,
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span H0(X, 2K). Suppose otherwise; then

(a1x1 + · · ·+ ag−2xg−2)xg−2 = a(x)xg−2 ∈ H0(X, 2K −D)

for some ai ∈ k. Since xg−2 was generic, it does not vanish anywhere alongD; hence
a(x) ∈ H0(X,K − D), and this implies that the elements x1, . . . , xg are linearly
dependent, a contradiction. We conclude that

⟨x1, . . . , xg⟩ · ⟨xg−2, xg−1, xg⟩ spans H0(X, 2K).

The elements xixj for 1 ≤ i ≤ j ≤ g − 3 also belong to H0(X, 2K) and so yield

(linearly independent) relations with the given leading term.
Next, we show that

⟨x1, . . . , xg⟩ · (⟨xg−1, xg⟩2 + ⟨xg−2 + xg, xg⟩ · xg−2) spans H
0(X, 3K). (2.8.3)

The multiplication map

H0(X,K)⊗H0(X, 2K) → H0(X, 3K)

is surjective, so using the quadratic relations we see that H0(X, 3K) is in fact
spanned by

⟨x1, . . . , xg⟩ · ⟨xg−2, xg−1, xg⟩2 = (⟨xg−2, xg−1, xg⟩2)3.
We filter

H0(X, 3K − 2D) ⊂ H0(X, 3K −D) ⊂ H0(X, 3K).

Again by the basepoint-free pencil trick (Lemma 2.4.1), the first space H0(X, 3K−
2D) is spanned by ⟨xg−1, xg⟩2 · ⟨x1, . . . , xg⟩. The second space H0(X, 3K − D)
is spanned by H0(X, 3K − 2D) and the elements xg−2xg · ⟨x1, . . . , xg−2⟩ for the
same reasons as in the quadratic case; and the final space is further spanned by
xg−2(xg−2 + xg) · ⟨x1, . . . , xg−2⟩. This shows (2.8.3).

Next, we exhibit relations in degrees 3 and 4. The elements xix
2
g−2 for i =

1, . . . , g− 3 also belong to the space, and so can be written as a linear combination
of the monomials in (2.8.3); the resulting relation has leading term xix

2
g−2, since if

the coefficient of this monomial is zero then it implies a linear dependence among
the monomials in (2.8.3). The single remaining quartic arises from the S-pair
(or syzygy) between the relations with leading terms x2

g−3 and xg−3x
2
g−2, giving

generically a leading term x4
g−3 as in Petri’s argument.

To conclude that we have found the initial ideal, we argue as above and show
that the set of elements is a Gröbner basis. Indeed, anything of degree d ≥ 2 not
in the proposed Gröbner basis belongs to the span of

⟨xi : 1 ≤ i ≤ g − 2⟩ · ⟨xg−2, xg−1, xg⟩ · ⟨xg−1, xg⟩d−2

+ x3
g−3 · ⟨xg−1, xg⟩d−3 + ⟨xg−1, xg⟩d

which give a total of

(g − 2)((d− 1) + d) + (d− 2) + (d+ 1) = (2d− 1)(g − 1) = dimH0(X, dK)

independent generators in degree d.
Having shown this for one set of coordinates, we conclude that the spanning

statements and resulting relations hold for general coordinates by semicontinuity:
the rank of a set of products of basis vectors is lower semicontinuous on the space
of ordered bases of H0(X,K) (Remark 2.6.2). □

The hyperelliptic case follows in a similar way.
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Theorem 2.8.4. The generic initial ideal of the canonical ideal of a hyperelliptic
curve X of genus g ≥ 3 embedded in P(2g−2, 1g) is

gin≺ I = ⟨xixj : 1 ≤ i ≤ j ≤ g − 2⟩
+ ⟨yixj : 1 ≤ i ≤ j ≤ g − 2, (i, j) ̸= (g − 2, g − 2)⟩
+ ⟨yiyj : 1 ≤ i ≤ j ≤ g − 2⟩.

Proof. As in the previous argument, we first work with convenient coordi-
nates. Let ∞ ∈ X(k) be a Weierstrass point (fixed under the hyperelliptic involu-
tion) and take K = (2g − 2)∞. Let xi ∈ H0(X, 2i∞) ⊆ H0(X,K) be a general
element for i = 1, . . . , g − 1 general and xg = 1 ∈ H0(X,K). As in section 2.7, the
canonical map has image Y ⊂ Pg−1 with vanishing ideal J satisfying

gin≺(J) = ⟨xixj : 1 ≤ i ≤ j ≤ g − 2⟩.

So the image of multiplication from degree 1 (the subspace fixed by the hyperelliptic
involution) is spanned by ⟨x1, . . . , xg⟩ · ⟨xg−1, xg⟩, a subspace of dimension 2g − 1.
Similarly, let yi ∈ H0(X,K + (2i + 1)∞) ⊆ H0(X, 2K) be a general element for
i = 1, . . . , g − 3 and yg−2 ∈ H0(X,K + ∞); comparing the order of pole at ∞,
we see that the elements yi span a complementary space to the hyperelliptic fixed
locus, and so together span.

But now for any d ≥ 2, we claim that H0(X, dK) is spanned by the monomials
of degree d in

⟨xi : 1 ≤ i ≤ g − 2⟩ · ⟨xg−1, xg⟩d−1

+ ⟨yi : 1 ≤ i ≤ g − 2⟩ · ⟨xg−1, xg⟩d−2

+ yg−2xg−2 · ⟨xg−1, xg⟩d−3.

The monomials are linearly independent according to their order of pole at ∞
(essentially, written in base g − 1):

− ord∞(xix
a
g−1x

d−a−1
g ) = (2i or 0) + 2a(g − 1)

− ord∞(yix
a
g−1x

d−a−2
g ) = 2g − 2 + (2i+ 1) + 2a(g − 1)

= 2i+ 1 + 2(a+ 1)(g − 1)

− ord∞(yg−2xg−2x
a
g−1x

d−a−3
g ) = 2g − 1 + 2(g − 2) + 2a(g − 1)

= 1 + 2(a+ 2)(g − 1).

They also span, because they total

gd− 1 + (g − 2)(d− 1) + (d− 2) = (2d− 1)(g − 1) = dimH0(X, dK).

This yields relations with leading terms as specified in the statement of the theorem.
Any relation thus has initial term divisible by either xixj with 1 ≤ i ≤ j ≤ g−2, or
yixj with 1 ≤ i, j ≤ g− 2 and (i, j) ̸= (g− 2, g− 2)), or yiyj with 1 ≤ i ≤ j ≤ g− 2,
and this proves that the relations form a Gröbner basis, and the initial ideal of I is
as desired.

Finally, by Remark 2.6.2, these elements also span for a generic choice of coor-
dinates, so we capture the generic initial ideal as well. □

Remark 2.8.5. The value of the generic initial ideal over the pointed generic
initial ideal is that it is valid over any infinite field k (or a finite field of sufficiently
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large cardinality), by Remark 2.2.8. The above theorems therefore permit an ex-
plicit understanding of canonical rings of curves over more general fields, something
absent from Petri’s approach and that might be quite useful in other contexts.

2.9. Summary

The above is summarized in Table (I) in the Appendix, and in particular proves
Theorem 2.1.1.

As in the introduction (see also chapter 6), the preceding discussion gives a
description of the canonical ring for manifolds obtained from Fuchsian groups with
signature (g;−; 0). The purpose of this monograph is to give such a description
for arbitrary signature. As the above discussion already indicates, our result by
necessity will involve a certain case-by-case analysis, with extra attention paid to
corner cases.



CHAPTER 3

A generalized Max Noether’s theorem for curves

In this chapter, for a curve X over a field k, we completely characterize those
effective divisors E,E′ such that the multiplication map

H0(X,K + E)⊗H0(X,K + E′) → H0(X, 2K + E + E′) (M)

is surjective for K a canonical divisor on X. If X is nonhyperelliptic of genus
g ≥ 3, and E = E′ = 0, then this a theorem of Max Noether [AS78, Theorem 1.6].
If degE ≥ 3 and degE′ ≥ 2, then this statement is due to Mumford [Mum70,
Theorem 6]. (For generalizations in a different direction, see work of Arbarello–
Sernesi [AS78].)

3.1. Max Noether’s theorem in genus at most 1

We begin by considering two easy cases of Max Noether’s theorem and setting
up a bit of notation. Let X be a curve over k with genus g and let D,D′ be divisors
on X.

Lemma 3.1.1 (Surjectivity in genus 0). If g = 0, then the map

H0(X,D)⊗H0(X,D′) → H0(X,D +D′)

is surjective if and only if one of the following holds:

(i) deg(D +D′) < 0, or
(ii) deg(D) ≥ 0 and deg(D′) ≥ 0.

Proof. We may assume k = k is separably closed, so ∞ ∈ X(k); then up to
linear equivalence, we can assume that D = m∞ and D′ = m′∞ with m,m′ ∈ Z,
and the map is

k[x]≤m ⊗ k[x]≤m′ → k[x]≤m+m′

where k[x]≤m is the k-vector space of polynomials of degree ≤ m, with the conven-
tion that k[x]≤m = {0} when m < 0. The result is then immediate. □

Definition 3.1.2. For f ∈ k(X) nonzero, as usual we write

div(f) = div0(f)− div∞(f)

as the difference between the divisor of zeros and the divisor of poles of f . For
D =

∑
P aPP ∈ Div(X) and E ∈ Div(X) an effective divisor, we denote by

D|E =
∑

P∈supp(E) aPP .

We will use the following lemma repeatedly.

Lemma 3.1.3. Let D ∈ Div(X) and f1, . . . , fn ∈ k(X) be nonzero. Suppose
that there exists an effective divisor E such that

(div∞ f1)|E < (div∞ f2)|E < · · · < (div∞ fn)|E .
Then f1, . . . , fn are linearly independent.

27
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In particular, in Lemma 3.1.3, if div∞ f1 < · · · < div∞ fn, then f1, . . . , fn are
linearly independent.

Proof. The lemma follows from the ultrametric inequality by induction on n
as follows. If n = 1, then the result is immediate. For general n, since div∞ fn >
div∞ fn−1 there is a point P in the support of E such that ordP fn > ordP fn−1 ≥
ordP fi for all i = 1, . . . , n − 1, so a linear relation among the functions f1, . . . , fn
would contradict the ultrametric inequality. □

Lemma 3.1.4 (Surjectivity in genus 1). Suppose g = 1 and let D,D′ be effective
divisors such that degD ≥ degD′. Then the multiplication map

H0(X,D)⊗H0(X,D′) → H0(X,D +D′)

is not surjective if and only if either

(i) degD′ = 1, or
(ii) degD = degD′ = 2 and D ∼ D′.

Proof. As before, we may suppose k = k. We argue according to degD′.
If degD′ = 0, then D′ = 0 and the result is immediate. If degD′ = 1, then

degD ≥ degD′ ≥ 1 and the failure of surjectivity follows from Riemann–Roch.
Suppose degD′ ≥ 2. Suppose further that degD = degD′ = 2 and D ∼ D′;

then we may assume that D = D′ and write H0(X,D) = ⟨1, x⟩, and the image is
then generated by 1, x, x2 which has dimension 3, whereas dimH0(X,D+D′) = 4.

So we are left to consider the case where if degD = 2 then D ̸∼ D′, and we
want to show that the multiplication map is surjective. Let O ∈ X(k); then by
Riemann–Roch, there exist unique points P, P ′ ∈ X(k) such that D ∼ P +(d−1)O
and D′ ∼ P ′+(d′−1)O. Without loss of generality we may suppose equality holds
in both cases. Then H0(X,D) has a basis 1, x1, . . . , xd−1 where div∞(xi) = P + iO
for i = 1, . . . , d − 1; we may further assume that P ′ is not in the support of each
xi. Similar statements hold for D′.

Suppose P ′ ̸∈ {P,O}. Then by Riemann–Roch, there exists a nonconstant
function y1 ∈ H0(X,P − P ′ +O) ⊂ H0(X,D) (unique up to nonzero scaling) with
div∞ y1 = P +O. Then the d+ d′ = dimH0(X,D +D′) functions

1, y1, y1x
′
1, x1x

′
1, x2x

′
1, . . . , xd−1x

′
1, xd−1x

′
2, . . . , xd−1x

′
d′−1

in the image of multiplication have divisor of poles

0, P +O,P + 2O,P + P ′ + 2O, . . . , P + P ′ + (d+ d′ − 2)O

so are linearly independent by Lemma 3.1.3 with E = P + P ′ + O and therefore
span H0(X,D +D′).

To conclude, suppose P ′ ∈ {P,O}. If P ′ = P (allowing P ′ = P = O), then
by our running hypotheses we have degD ≥ 3; then there is a nonconstant func-
tion y2 ∈ H0(X, 2O) ⊂ H0(X,D) so div∞ y2 = 2O, and we consider instead the
functions

1, x1, x2, x
′
1y2, x1x

′
1, x2x

′
1, . . . , xd−1x

′
1, xd−1x

′
2, . . . , xd−1x

′
d′−1

having divisor of poles

0, P +O,P + 2O,P + 3O, 2P + 3O, . . . , 2P + (d+ d′ − 2)O.

If P ′ = O, then we may suppose P ̸= O and we take

1, x1, x2, x1x
′
1, x2x

′
1, . . . , xd−1x

′
1, xd−1x

′
2, . . . , xd−1x

′
d′
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with divisor of poles

0, P +O,P + 2O,P + 3O,P + 4O, . . . , P + (d+ d′ − 1)O.

In each case, we conclude as in the previous paragraph. □

3.2. Generalized Max Noether’s theorem (GMNT)

In the remainder of this chapter, let X be a curve of genus g ≥ 2 over k. Recall
that a divisor E on X is special if dimH0(X,K − E) > 0, or equivalently

dimH0(X,E) > degE + 1− g(X) (3.2.1)

by Riemann–Roch.

The main result of this section is as follows.

Theorem 3.2.2 (Generalized Max Noether’s theorem). Let X be a curve of
genus g ≥ 2 and let E,E′ be effective divisors on X. Then the multiplication map

H0(X,K + E)⊗H0(X,K + E′) → H0(X, 2K + E + E′) (M)

is surjective or not, according to the following table:

degE′

0 1 2 ≥ 3

d
eg

E

0 ⇔ not (hyperelliptic g ≥ 3)

1 no no

2 ⇔ E not special no ⇔ E ̸∼ E′

≥ 3 yes no yes yes

“Yes” in the above table means (M) is surjective, “no” means (M) is not sur-
jective, and “⇔ P” means (M) is surjective if and only if P holds.

Remark 3.2.3. Max Noether’s theorem, as it is usually stated, is often given
as the statement that a canonically embedded nonhyperelliptic curve is projectively
normal, i.e. the map H0(Pg−1,O(d)) → H0(X,Ωd

X) is surjective for every d. Similar
geometric statements could be made in our context, but we prefer to phrase our
results about generators and relations.

The proof of this theorem will take up the rest of this chapter. Throughout,
we may suppose that k = k is separably closed without loss of generality, as the
surjectivity of (M) is a statement of linear algebra.

Before concluding this section, we observe the following characterization of
special divisors of degree 2 (with still g ≥ 2).

Lemma 3.2.4. Let E be an effective divisor on X with degE = 2. Then
E is special if and only if X is hyperelliptic with hyperelliptic involution ι and
E = P + ι(P ) for some point P ∈ X(k). Moreover, if E is special then (g − 1)E is
a canonical divisor on X.

Proof. Since degE = 2, we have dimH0(X,E) ≤ 2. If dimH0(X,E) = 1
then H0(X,E) is spanned by 1; since g ≥ 2, by (3.2.1) we have that E is special.
Otherwise, dimH0(X,E) = 2, and H0(X,E) is spanned by 1, x where x is non-
constant. Then x : X → P1 defines a map of degree 2, so X is hyperelliptic. Since
X → P1 is quadratic, there is an involution ι : X → X and P1 is the quotient of
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X by this involution. Thus E, as a fiber of x, is of the form P + ι(P ) (allowing
P = ι(P )). Finally, the fact that (g − 1)E is a canonical divisor follows from the
uniqueness of the g12 [Har77, Proposition IV.5.3], implying also that ι is necessarily
the hyperelliptic involution. □

3.3. Failure of surjectivity

To highlight the difficulties of the proof, in this section we begin by collecting
cases where surjectivity fails. In the next sections, we then finish the proof handling
the hyperelliptic and nonhyperelliptic cases separately.

Lemma 3.3.1. Assume that g(X) ≥ 2 and that degE ≥ degE′. The multipli-
cation map (M) is not surjective in each of the following cases:

(i) degE = 1 or degE′ = 1;
(ii) X is hyperelliptic and one of the following holds:

(a) degE = degE′ = 0 and g ≥ 3;
(b) degE = 2 and degE′ = 0 and E is special;

(iii) degE = degE′ = 2 and E ∼ E′.

If 3.3.1(iii) holds and E ̸= E′, then E and E′ are special and so X is hyperel-
liptic by Lemma 3.2.4.

Proof. For case (i), let E = P be a closed point on X. From Riemann–Roch,
we have

dimH0(X,K) = dimH0(X,K + P )

(i.e., K+P is not basepoint free) and in particular, we claim that the bottom map
in the commutative diagram

H0(X,K)⊗H0(X,K + E′) //

��

H0(X, 2K + E′)

��
H0(X,K + P )⊗H0(X,K + E′) // H0(X, 2K + P + E′)

is not surjective. Indeed, since the left vertical map is surjective, by commutativity
of the diagram the bottom horizontal map has image contained in the image of the
right vertical map. And by Riemann–Roch, we have

H0(X, 2K + E′) ⊊ H0(X, 2K + P + E′)

whenever g ≥ 2 (indeed, equality holds if and only if degE′ = 0 and g = 1), so (M)
is not surjective. A similar argument works for degE′ = 1, interchanging the roles
of E and E′ (the argument did not use degE ≥ degE′).

Now suppose that X is hyperelliptic (case (ii)). The case (a) is classical (see
section 2.3): in fact, the map H0(X,K) ⊗ H0(X,K) → H0(X, 2K) fails to be
surjective only in the case where X is hyperelliptic of genus g ≥ 3 (and is more or
less identical to case (ii)(b) below).

For case (ii)(b), suppose that degE = 2 and E′ = 0, and E is special. Then
we may take the canonical divisor to be K = (g − 1)E by Lemma 3.2.4, so that
H0(X,K) = H0(X, (g−1)E) has basis 1, x, . . . , xg−1, where x : X → P1 has degree
2 and x(P ) = x(ι(P )) = ∞. Then H0(X,K + E) has basis 1, x, . . . , xg. Then
the image of the multiplication map is generated by 1, x, . . . , x2g−1 and thus has
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dimension at most 2g; since H0(X, 2K + E) has dimension 3g − 1 it follows that
(M) is not surjective when g ≥ 2, proving this case.

For case (iii), we may suppose that E and K have disjoint support and that
E = E′. By Riemann–Roch, we have dimH0(X,K +E) = dimH0(X,K) + 1. Let
y ∈ H0(X,K + E) ∖H0(X,K); then y satisfies (with multiplicity) (div y)|E = E
(where the notation D|E is defined in Definition 3.1.2). An element z in the image
of (M) is of the form z = ay2 + fy + g with a ∈ k and f, g ∈ H0(X,K), so
by the ultrametric inequality, deg(div z)|E ∈ {0, 1, 2, 4}. But by Riemann–Roch,
H0(2K + 2E) contains an element with deg(div z)|E = 3; we conclude that (M)
is not surjective in this case. (This argument also reproves the easy direction of
Lemma 3.1.4(ii).) □

3.4. GMNT: nonhyperelliptic curves

In this section, we prove GMNT for nonhyperelliptic curves.

Proposition 3.4.1. Let X be a nonhyperelliptic curve of genus g ≥ 3, let E,E′

be effective divisors on X with degE ≥ degE′. Suppose that degE ≥ 2. Then the
multiplication map (M) is surjective if and only if one of the following holds:

(i) degE = 0 and degE′ = 0;
(ii) degE ≥ 2 and degE′ = 0;
(iii) degE = degE′ = 2 and E ̸= E′; or
(iv) degE ≥ 3 and degE′ ≥ 2.

Remark 3.4.2. If X is not hyperelliptic and degE = degE′ = 2 (as in
case (iii)), then by Lemma 3.2.4, we have E ̸∼ E′ if and only if E ̸= E′ .

Proof. We may and do suppose throughout that K and E +E′ have disjoint
support. The “only if” implication (⇒) is Lemma 3.3.1—the cases (i)–(iv) above are
precisely the complementary cases under the hypothesis that X is nonhyperelliptic
(see the table in Theorem 3.2.2 for this organization pattern). So we prove the
implication (⇐), and in each of the cases (i)–(iv), the map (M) is indeed surjective.

Case (i) is classical. For case (ii), there exists x ∈ H0(X,K + E) with
(div∞ x)|E = E = P1 + P2 and y ∈ H0(X,K) such that (div0 y)|E = P2; by
Riemann–Roch, the functions x, xy together with H0(X, 2K) (in the image by
case (i)) span H0(X, 2K + E).

For cases (iii) and (iv), let d = degE and d′ = degE′ and write

E = P1 + · · ·+ Pd,

E′ = P ′
1 + · · ·+ P ′

d′ .

By Riemann–Roch, there exist x2, . . . , xd ∈ H0(X,K+E) satisfying (div∞ xi)|E =
P1+· · ·+Pi for i = 2, . . . , d and similarly x′

2, . . . , x
′
d′ ∈ H0(X,K+E′). We will need

two other functions. First, by Riemann–Roch there exists yd ∈ H0(X,K+E−P ′
2) ⊂

H0(X,K + E) such that (div yd)|E+E′ = E − P ′
2 (in case (iii) we can reorder so

that P ′
2 ̸∈ {P1, P2}). Second, there exists y′2 ∈ H0(X,K − P2) ⊂ H0(X,K) with

(div y′2)|E+E′ = −P2, because X is not hyperelliptic and so K separates points.
Second

Now the d+ d′ functions

x2y
′
2, x2, x3, . . . , xd−1, xd, ydx

′
2, xdx

′
2, . . . , xdx

′
d′
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lie in the span of multiplication with divisor of poles restricted to E +E′ given by

P1, P1 + P2, P1 + P2 + P3, . . . , P1 + · · ·+ Pd−1, E,E + P ′
1, E + P ′

1 + P ′
2, . . . , E +E′,

so are linearly independent by Lemma 3.1.3. And

dimH0(X, 2K + E + E′)− dimH0(X, 2K) = d+ d′,

so these functions generate H0(X, 2K + E + E′) over H0(X, 2K); the result then
follows from case (i). □

3.5. GMNT: hyperelliptic curves

In this section, we prove GMNT for hyperelliptic curves. The proof in the
hyperelliptic case is similar to the nonhyperelliptic case, with a wrinkle: the divisors
K and K + D no longer separate (hyperelliptically conjugate) points or tangent
vectors.

Proposition 3.5.1. Let X be a hyperelliptic curve of genus g ≥ 2, let E,E′

be effective divisors on X with degE ≥ degE′. Then the multiplication map (M)
is surjective if and only if one of the following holds:

(i) g = 2 and degE = degE′ = 0;
(ii) degE = 2 and degE′ = 0 and E is not special;
(iii) degE ≥ 3 and degE′ = 0;
(iv) degE = degE′ = 2 and E ̸∼ E′; or
(v) degE ≥ 3 and degE′ ≥ 2.

Proof. As in the proof of Proposition 3.4.1, the “only if” implication (⇒) is
Lemma 3.3.1, so we prove the implication (⇐).

Case (i) is classical 2.3.2. For case (ii), by Lemma 3.2.4 we have E = P+Q with
Q ̸= ι(P ). Without loss of generality, we may take K = (2g − 2)∞ with ∞ ≠ P,Q
a Weierstrass point (so that ι(∞) = ∞); then H0(X,K) has basis 1, x, . . . , xg−1

with x a hyperelliptic map ramified at ∞. By Riemann–Roch,

dimH0(X,K + P +Q) = dimH0(X,K) + 1,

so there exists y ∈ H0(X,K + P + Q) with (div∞ y)|P+Q = P + Q spanning
H0(X,K + P + Q) over H0(X,K). The image of the multiplication map (M) in
this case

H0(X,K + P +Q)⊗H0(X,K) → H0(X, 2K + P +Q)

is spanned by 1, x, . . . , x2g−2, y, xy, . . . , xg−1y. Again by Riemann–Roch, if these
elements are linearly independent then they span H0(X, 2K + P + Q). Assume
for purposes of contradiction that a(x) = b(x)y with a(x), b(x) ∈ k[x], not both
zero. If b(x) = 0, then a(x) = 0. So b(x) ̸= 0, but then y = a(x)/b(x) and so
ι(div(y)) = div(y) while by hypothesis, ι(div(y)) ̸= div(y), giving a contradiction.

Case (iv) begins similarly. After possibly switching E and E′, we may assume
that E is not special and that E′ ̸= E. First, suppose that E′ is special. By Lemma
3.2.4 we may assume that K = (g − 1)E′. Write E = P + Q. Let x ∈ H0(X,E′)
be nonconstant and let y ∈ H0(X,K + E) be a general element (in particular, y
is not hyperelliptic fixed). Then H0(X,K + E′) is spanned by 1, x, . . . , xg, and
H0(X,K + E) is spanned by 1, x, . . . , xg−1, y. The image contains the elements
1, x, . . . , x2g−1, y, xy, . . . , xgy; by the same argument as the proof of case (ii), these
span.
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Continuing with case (iv), suppose now that E′ is not special. By case (ii), the
maps

H0(X,K + E)⊗H0(X,K) → H0(X, 2K + E)

and

H0(X,K)⊗H0(X,K + E′) → H0(X, 2K + E′)

are surjective. Therefore the image of the full multiplication map

H0(X,K + E)⊗H0(X,K + E′) → H0(X, 2K + E + E′)

contains both V = H0(X, 2K + E) and V ′ = H0(X, 2K + E′). If E and E′ have
disjoint support, then the intersection V ∩ V ′ is H0(X, 2K) and thus

dim(V + V ′) = dimV + dimV ′ − dim(V ∩ V ′)

= (3g − 1) + (3g − 1)− (3g + 1) = 3g − 3

= dimH0(X, 2K + E + E′)

so multiplication is surjective. If on the other hand E and E′ have a point P in
common in their supports, then V ∩ V ′ = H0(X, 2K + P ) and the inclusion

V + V ′ ⊆ H0(X, 2K + E + E′ − P )

is an equality again by dimensions. To conclude, let z ∈ H0(X,K + E) and
z′ ∈ H0(X,K + E′) be general elements. Then by consideration of poles zz′ ̸∈
H0(X, 2K + E + E′ − P ), and so H0(X, 2K + E + E′) is spanned by zz′ over
H0(X, 2K + E + E′ − P ), completing the proof of this case.

Finally, we deduce the remaining cases (iii) and (v) via induction on degE ≥ 3
as follows. Let E = P1 + · · ·+ Pd and E0 = E − Pd. We use the following claim in
both the base cases and in the inductive step: we claim that if

H0(X,K + E0)⊗H0(X,K + E′) → H0(X, 2K + E0 + E′) (3.5.2)

is surjective, then

H0(X,K + E)⊗H0(X,K + E′) → H0(X, 2K + E + E′) (3.5.3)

is surjective. Indeed, by Riemann–Roch, there exists z ∈ H0(K + E) such that
ordPd

(z) = ordPd
(K + E), and similarly z′ ∈ H0(K + E′) with ordPd

(z′) =
ordPd

(K + E′). Thus ordPd
(zz′) = ordPd

(2K + E + E′); in particular, zz′ ̸∈
H0(2K + E0 + E), so zz′ generates H0(2K + E + E′) over H0(2K + E0 + E′).

We now use this claim to finish. First we establish the base case degE = 3.
Up to linear equivalence, we may assume that E0 is not special.

• If degE′ = 0, the hypothesis (3.5.2) is satisfied by case (ii).
• Suppose degE′ = 2. This case (and the next) is covered by Mumford
[Mum70, Theorem 6], but we give a direct proof. Write E′ = P ′

1+P ′
2. If

E′ is special, then since E0 is not special the hypothesis (3.5.2) is satisfied
by case (iv). So suppose E′ is not special. If E′ ̸= P1 +P2, we may again
apply case (iv). Otherwise, E′ = P1 + P2 = E0 and we may reorder so
P1 = P ′

1 and P2 = P ′
2. If P3 ̸= P ′

2, then we can appeal again to case (iv)
taking E0 = P1 + P3 instead. If P3 ̸= P ′

1, we can argue similarly. So we
are left with the case where all of the points P1 = P2 = P3 = P are equal,
i.e., E = 3P and E′ = 2P .

We finish off this case as follows. The image of

H0(X,K + 3P )⊗H0(X,K + 2P ) → H0(X, 2K + 5P )
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contains products from H0(X,K) ⊗ H0(X,K + 2P ) which, by case (ii),
is equal to H0(X, 2K + 2P ). So to deduce surjectivity, it suffices to
find elements in the image with poles of order 3, 4, 5 at P . As usual
we may suppose that P ̸∈ suppK. Let z0, z2, z3 be general elements
of H0(X,K), H0(X,K + 2P ), H0(X,K + 3P ), respectively. Then by
Riemann–Roch these elements satisfy ordP (zi) = −i, and the elements
z0z3, z

2
2 , and z2z3 have poles of order 3, 4, 5, finishing this case.

• If degE′ = 3, then hypothesis (3.5.2) is satisfied by the previous base
case, interchanging E′ and E0.

Since 3 = degE ≥ degE′, this handles all base cases. Finally, the general case
follows by induction from these base cases, using the claim. □



CHAPTER 4

Canonical rings of classical log curves

In this chapter, we consider the canonical ring of a classical (nonstacky) log
curve. This is a generalization of Petri’s theorem to the situation where we allow
logarithmic singularities of differentials along ∆. Although our results here do
not use anything stacky, we will use these results later as base cases. We work
throughout over a field k.

4.1. Main result: classical log curves

We begin in this section by setting up notation and stating our main result.
Let X be a curve over k.

Definition 4.1.1. A divisor ∆ on X is a log divisor if ∆ =
∑

i Pi is an effective
divisor on X given as the sum of distinct points of X.

A log curve is a pair (X,∆) where X is a curve and ∆ is a log divisor on X.
The log degree of a log curve (X,∆) is δ = deg∆ ∈ Z≥0.

Definition 4.1.2. The canonical ring of a log curve (X,∆) is

R = R(X,∆) =

∞⊕
d=0

H0(X, dD)

where D = K +∆.

The canonical ring of a log curve is more complicated than it may seem at
first: when the log degree δ = 1, 2, the ring is not generated in degree 1 (see
Theorem 3.2.2) and K+∆ is ample but not very ample. There are many cases and
some initial chaos, but eventually things stabilize. Our main result is summarized
as follows.

Theorem 4.1.3. Let X be a curve of genus g ≥ 1 and let ∆ be a log divisor
on X with δ = deg∆ ≥ 1, and let R be the canonical ring of the log curve (X,∆).
Then R is generated in degrees up to degP (R≥1; t) with relations in degrees up to
degP (I; t), according to the following table:

δ degP (R≥1; t) degP (I; t)

1 3 6

2 2 4

3 1 3

≥ 4 1 2

In particular, if δ ≥ 4, then R is generated in degree 1 with relations in degree 2.

In Theorem 4.1.3, the precise description in the case δ = 1 depends accordingly
on whether X is hyperelliptic, trigonal or a plane quintic, or nonexceptional, and

35



36 4. CANONICAL RINGS OF CLASSICAL LOG CURVES

in the case δ = 2 depends on whether ∆ is hyperelliptic fixed or not; complete
descriptions, as well as the cases of genus g = 0, 1, are treated in the sections below
and are again summarized in Table (II) in the Appendix.

Throughout this chapter, let (X,∆) be a log curve with log degree δ, and write
D = K +∆.

Remark 4.1.4. By definition a log divisor ∆ is a sum of distinct points, each
with multiplicity one. One can consider instead a general effective divisor ∆, and the
results of this chapter hold for such divisors as well with very minor modifications
to the proofs (e.g. in the log degree 2 case, ϕD(X) has a cusp instead of a node).

4.2. Log curves: Genus 0

Given what we have done, the canonical ring for a log curve of genus 0 is simple
to describe. Suppose g = 0, so degK = −2. If δ = 1, then R = k (in degree 0)
and ProjR = ∅. If δ = 2, then K = 0 and R = k[u] is the polynomial ring in one
variable and ProjR = Spec k is a single point. In these cases, D is not ample. If
δ = 3, then R = k[x1, x2], so P (R≥1; t) = 2t and I = (R; t) = (0). Finally, if δ ≥ 4,
so degD = δ − 2 = m ≥ 2, then D is very ample and R is generated in degree 1
with relations in degree 2: if X ≃ P1 over k, then

R =

∞⊕
d=0
m|d

k[u0, u1]d

is the homogeneous coordinate ring of the m-uple embedding of P1 in Pm, a rational
normal curve. This case is described in section 2.6: we have

gin≺(I;S) = ⟨xixj : 1 ≤ i < j ≤ δ − 2⟩

and

gin≺(I) = ⟨xixj : 1 ≤ i ≤ j ≤ δ − 3⟩.

4.3. Log curves: Genus 1

We now consider the canonical ring for a log curve with g = 1. Then K = 0;
and since δ ≥ 1, we have that D = K +∆ = ∆ is ample. If δ = 1, then ∆ consists
of a single point in X(k), and the divisor ∆ is ample but not very ample. By a
direct calculation with a Weierstrass equation (giving X the structure of an elliptic
curve over k with neutral element ∆), we have R = k[y, x, u]/(f(y, x, u)) where
y, x, u have degrees 3, 2, 1, and

f(y, x, u) = y2 + a1uxy + a3u
3y + x3 + a2u

2x2 + a4u
4x+ a6u

6

is homogeneous of degree 6. Thus ProjR ↪→ P(3, 2, 1) is a weighted plane curve.
There is an isomorphism P(3, 2, 1) ≃ P2 given by

P(3, 2, 1) = Proj k[y, x, u] ≃ Proj k[y, x, u](3) = Proj k[y, ux, u3] ≃ P2

and we thereby recover a ‘usual’ Weierstrass equation for the elliptic curve X in
P2.

In a similar way, if δ = 2, then we have R = k[y, x1, x2]/I with y, x1, x2 having
degrees 2, 1, 1, respectively; and I is principal, generated by

y2 + h(x1, x2)y + f(x1, x2)
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where h(x1, x2), f(x1, x2) ∈ k[x1, x2] are homogeneous of degrees 2, 4, respectively.
Thus X is again a weighted plane curve X ↪→ P(2, 1, 1). Taking ProjR(2), we find

X embedded in P3 as the complete intersection of two smooth quadric surfaces (as
is seen for example in the method of repeated 2-descent).

If δ = 3, then ∆ is very ample and R is generated in degree 1. If δ = 3 then
R = k[x, y, z]/(f(x, y, z)) where f(x, y, z) ∈ k[x, y, z] is the equation of a plane
cubic. The (pointed) generic initial ideals in the cases δ ≤ 3 are clear.

So to conclude this section, we consider the case δ ≥ 4. Then R has relations
generated in degree 2 and X ≃ ProjR ↪→ Pδ−1 is a elliptic normal curve cut out
by quadrics. This can be proven directly—for a more complete exposition of the
geometry of elliptic normal curves, see Hulek [Hul86] (and also Eisenbud [Eis05,
6D]). More precisely, we claim that the pointed generic initial ideal is

gin≺(I;S) = ⟨xixj : 1 ≤ i < j ≤ δ − 1, (i, j) ̸= (δ − 2, δ − 1)⟩+ ⟨x2
δ−2xδ−1⟩

with respect to grevlex, where S is the set of coordinate points. The argument to
prove this (and the statement that the ideal is generated by quadrics) is the same
as for a nonexceptional curve with δ ≥ 4, so we do not repeat it here, but refer to
section 4.8 below (with d = g + δ − 1 = δ).

4.4. Log degree 1: hyperelliptic

In this section, we consider the canonical ring in the case where X is hyperel-
liptic and with log degree δ = 1. We retain the notation D = K +∆.

Suppose X is hyperelliptic of genus g ≥ 2. We recall the classical pointed setup
(when δ = 0) from section 2.7. By Riemann–Roch, we have H0(X,D) = H0(X,K),
so the canonical map still has image Y ⊂ Pg−1, a rational normal curve of degree
g − 1. Let Pi be general points of X with i = 1, . . . , g (distinct from ∆), let
E = P1 + · · ·+ Pg, and let xi ∈ H0(X,D) be dual to Pi; then the pointed generic
initial ideal of Y is

gin≺(J ;S1) = ⟨xixj : 1 ≤ i < j ≤ g − 1⟩ (4.4.1)

as recalled in section 4.2.
By GMNT (Theorem 3.2.2), the canonical ring R is minimally generated in

degrees 1, 2, 3—only finally is the multiplication map

H0(X, 2D)⊗H0(X, 2D) → H0(X, 4D)

surjective.
In degree 2, by Riemann–Roch, we have

dimH0(X, 2D − E) = dimH0(X, 2K + 2∆− E) = 3g − 3 + 2− g = 2g − 1;

the space of products xixj still spans a space of dimension g−1 (inside H0(X, 2D)),
spanned by xixg for i = 1, . . . , g− 1, and we augment this to a basis with elements
yi with i = 1, . . . , g.

Next, we consider generators in degree 3. The image of the multiplication map
with degrees 1 + 2 = 3 is contained in

H0(X, 3K + 2∆) = H0(X, 3D −∆) ⊂ H0(X, 3D);

by GMNT, this multiplication map is surjective onto its image. A general element
z ∈ H0(X, 3D) spans a complementary subspace, and again we take

z ∈ H0(X, 3D − E).
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The images of the points P1, . . . , Pg in these coordinates then comprise the set

S = {(0 :: 0 : · · · : 0 :: 1 : 0 : · · · : 0), . . . , (0 :: 0 : · · · : 0 :: 0 : 0 : · · · : 1)}

of g “tricoordinate” points in P(3, 2g, 1g).
We equip k[z, y1, . . . , yg, x1, . . . , xg] with grevlex (so that e.g. y21 ≻ y22 ≻ x4

1 ≻
y1x

2
2). The pointed generic initial ideal is then as follows.

Proposition 4.4.2. The pointed generic initial ideal of the canonical ring of
(X,∆) is

gin≺(I;S) =⟨xixj : 1 ≤ i < j ≤ g − 1⟩
+ ⟨yixj : 1 ≤ i, j ≤ g − 1⟩
+ ⟨yiyj : 1 ≤ i ≤ j ≤ g : (i, j) ̸= (g, g)⟩
+ ⟨zxi : 1 ≤ i ≤ g − 1⟩
+ ⟨y2gxi, zyi : 1 ≤ i ≤ g − 1⟩+ ⟨z2⟩.

Proof. The relations in degree 2 occur among the variables xi and arise from
the rational normal curve, as above.

So consider the relations in degree 3. Let

V = H0(X, 3D −∆− E) = H0(X, 3K + 2∆− E).

Then dimV = 5g − 5 + 2 − g = 4g − 3. The subspace generated by the variables
xi has dimension 3g − 3 + 1 − g = 2g − 2, spanned by the elements x2

ixg, xix
2
g for

i = 1, . . . , g − 1; a complementary space has dimension 2g − 1. We claim that a
complementary basis is given by

yixg for i = 1, . . . , g, and ygxi for i = 1, . . . , g − 1.

Linear independence follows as before: if a(y)xg+ygb(x) = c(x)xg, then substituting
Qi = ι(Pi) for i = 1, . . . , g − 1 gives b(x) = 0, and then dividing by xg yields linear
independence from degree 2. Therefore yixj ∈ V for 1 ≤ i, j ≤ g − 1 yields cubic
relations of the form

yixj = aij(y)xg + ygbij(x) + cij(x)xg;

substituting Qk for k ̸= j we find bij(x) is a multiple of xj hence the leading term
of this relation is yixj , as before.

Next, we turn to relations in degree 4. Now we consider the space

W = H0(X, 4D − E)

of dimension dimW = 7g− 7+4− g = 6g− 3. We have xgH
0(3D−Pg) ⊆ W with

image of dimension 5g − 5 + 3− 1 = 5g − 3, spanned by

x3
ixg, x

2
ix

2
g, xix

3
g, ygxixg for i = 1, . . . , g − 1, yjx

2
g for j = 1, . . . , g.

A complementary basis is given by

ygx
2
i for i = 1, . . . , g, and y2g ;

to prove linear independence, suppose

ay2g + b(x)yg + c(x, y)xg = 0.



4.5. LOG DEGREE 1: NONHYPERELLIPTIC 39

Plugging in Qi for i = 1, . . . , g − 1 gives that b(x) = 0; then plugging in Qg gives
a = 0; so c(x, y) = 0, and linear independence follows. From yiyj ∈ W we obtain
relations

yiyj = aijy
2
g + bij(x)yg + cij(x, y)xg;

substituting Qk for k ̸= i, j gives that the only monomials in bij(x) are x2
i and x2

j ;
then plugging in Pi and Pj gives bij(x) = 0, so the leading term is as indicated. In
a similar way, we obtain relations with leading term zxi.

By now, the pattern of this argument is hopefully clear. For relations in degree
5, we look in the space H0(X, 5D−E) which contains xgH

0(X, 4D−4E+2Pg) with
complementary basis ygyixg. We obtain relations with leading terms y2gxi, zyi for

i = 1, . . . , g−1. Finally, for degree 6 we turn to H0(X, 6D−E) ⊃ xgH
0(X, 5D−E)

and find a relation with leading term z2.
A monomial count gives that this is a Gröbner basis, and since each successive

initial term is not in the ideal generated by all of the monomials in all previous
relations, this is also a minimal basis. Finally, we conclude that this describes the
pointed generic initial ideal by semicontinuity of ranks. □

4.5. Log degree 1: nonhyperelliptic

Now we suppose that X is nonhyperelliptic, but we retain the assumption that
∆ is a log divisor on X of degree δ = 1. We will see in this section that there is
a uniform description of the Gröbner basis and hence the pointed generic initial
ideal, but the minimal relations will depend on whether the curve is exceptional or
not, just as in the classical case. The crux of the argument: we find generators and
relations simply by keeping track of the order of pole at ∆.

Let P1, . . . , Pg be general points of X with dual basis x1, . . . , xg, and let E =
P1+ · · ·+Pg. For s = 1, . . . , g, let αs(xg−1, xg) be a linear form with a double root
at Ps; for a generic choice of points, the coefficient of xg−1 is nonzero, and we scale
αs so that this coefficient is 1.

Since H0(X,K) = H0(X,K + ∆), the subring generated by the degree one
elements is the canonical ring R(X) of X and thus by Proposition 2.5.6 admits
relations of the form

fij = xixj −
g−2∑
s=1

ρsijαs(xg−1, xg)xs − bij(xg−1, xg)

Gij = x2
iαi(xg−1, xg)− x2

jαj(xg−1, xg) + lower order terms

Hg−2 = x3
g−2αg−2(xg−1, xg) + lower order terms

(4.5.1)

for 1 ≤ i < j ≤ g − 2 which satisfy Petri’s syzygies (2.5.8).
Choose generic elements

y1 ∈ H0(X, 2K − E +∆),

y2 ∈ H0(X, 2K − E + 2∆),

z ∈ H0(X, 3K − E + 3∆)

so that in particular the divisor of poles of each function is as indicated. Each of
these three generators are necessary by their order of pole at ∆, and these are all
generators by GMNT: the higher degree multiplication maps are surjective.
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We again equip the ambient ring

k[z, y1, y2, x1, . . . , xg]

with grevlex (so that e.g. z ≻ yix1 ≻ x3
1 ≻ yix2). Let S be the set of “tricoordinate”

points in P(3, 22, 1g).

Proposition 4.5.2. The pointed generic initial ideal of the canonical ring of
(X,∆) is

gin≺(I;S) =⟨xixj : 1 ≤ i < j ≤ g − 2⟩
+ ⟨y1xi, y2xi : 1 ≤ i ≤ g − 1⟩+ ⟨x2

ixg−1 : 1 ≤ i ≤ g − 3⟩
+ ⟨y21 , y1y2, x3

g−2xg−1⟩+ ⟨zxi : 1 ≤ i ≤ g − 1⟩+ ⟨zy1, z2⟩.

Proof. Relations fij , Gij , Hg−2 (which involve only the xi’s) arise classically.
So we begin with relations in degree 3. For i = 1, . . . , g − 1, let βi(xi, xg) ∈

H0(X,K − ∆) be a linear form in xi, xg vanishing at ∆ (unique up to scaling);
generically, the leading term of βi is xi, and we scale βi so that the coefficient of xi

is 1. Then we have
y1βi(xi, xg) ∈ H0(X, 3K − E)

y2βi(xi, xg) ∈ H0(X, 3K − E +∆).
(4.5.3)

We then claim that the relations (4.5.3) have leading terms y1xi, y2xi, respectively.

In the first case, we have the space H0(X, 3K−E) of dimension 5g−5−g = 4g−5
spanned by

⟨x2
ixg, xix

2
g−1, xixg−1xg, xix

2
g : 1 ≤ i ≤ g − 2⟩+ ⟨x2

g−1xg, xg−1x
2
g⟩

using quadratic relations. (We recall that this holds from the basepoint-free pencil
trick, Lemma 2.4.1: there is a basis with each term divisible by xg−1 or xg.) The
leading term is then clear for i = 1, . . . , g − 2; it is also true for i = g − 1 by more
careful inspection. In the second case, we have H0(X, 3K − E +∆) is spanned by
H0(X, 3K − E) and (generically) y1xg, and the result again follows.

We make similar arguments in each degree d for the remaining relations, ac-
cording to the following table:

Leading term d Divisor of space Complementary basis

y21 4 4K − E + 2∆ y1x
2
g, y2x

2
g

y1y2 4 4K − E + 3∆ y1x
2
g, y2x

2
g, zxg

zxi 4 4K − E + 3∆ y1x
2
g, y2x

2
g, zxg

zy1 5 5K − E + 4∆ y1x
3
g, y2x

3
g, zx

2
g, y

2
2xg

z2 6 6K − E + 6∆ y1x
4
g, y2x

4
g, zx

3
g, y

2
2x

2
g, zy2xg, y

3
2

In this table, by “complementary basis”, we mean functions that span the space
H0(X, dK − E + m∆) together with H0(X, dK − E); these are obtained just by
looking for functions with distinct pole orders at ∆, and the basis statement then
follows. As above, the space H0(X, dK − E) has a basis of monomials divisible
by either xg−1 or xg, and the verification that the leading terms are as specified is
routine.

We claim that these relations are a Gröbner basis for the ideal of relations.
We prove this by a monomial count. The relations fij , Gij , Hg−2 (which involve
only the xi’s) are a Gröbner basis for the classical canonical ideal I1. Let I be the
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canonical ideal of the log curve and let J ⊂ in≺ I be the ideal generated by the
initial terms of the known relations. Then for d ≥ 3, the quotient

k[z, y1, y2, x1, . . . , xg]/(J + I1)

is spanned in degree d by the elements

y1x
d−2a
g , ya2x

d−2a
g , zyb2x

d−3−2b
g

with a = 1, . . . , ⌊d/2⌋ and b = 0, . . . , ⌊(d− 3)/2⌋ and so has dimension

1 + ⌊d/2⌋+ ⌊(d− 3)/2⌋+ 1 = d

But d = dimH0(X, d(K +∆))− dimH0(X, dK), so we conclude that J = in≺ I.
Finally, we address minimality of the generators. As classically, the minimality

of the quadric relations fij follows from a dimension count and by syzygy, the
relation Hg−2 is nonminimal even (in contrast to the classical case) for g = 3: the
syzygy

x2A21 − x1A22 = BHg−2 + lower order terms

where Aij denotes the new relations of (4.5.3) exhibits non-minimality of Hg−2;
a direct calculation reveals that B ̸= 0 for general coordinate points. The cubic
relations Gij are minimal if and only if they were minimal in the canonical ring
R(X) of X: any syzygy implying nonminimality would be linear, and consideration
of initial terms gives a contradiction. So as classically, these are minimal if and only
if X is exceptional (trigonal or plane quintic): a plane quartic is not considered
exceptional. Finally, the other relations with leading term divisible by z, y1, or
y2 are necessary because each successive leading term is visibly not in the ideal
generated by the monomials appearing in any of the previous relations. □

4.6. Exceptional log cases

For the remainder of this chapter, we now pursue the case δ ≥ 2, retaining the
notation D = K +∆. In this section, we consider cases where the canonical ideal
is not generated by quadrics.

Lemma 4.6.1. Then the image of X under the complete linear series on D has
image which is not cut out (ideal-theoretically) by quadrics if and only if one of the
following hold.

(i) X is hyperelliptic, δ = 2, and ∆ is not hyperelliptic fixed;
(ii) X is trigonal, δ = 2, and ∆ extends to a g13 ; or
(iii) X is any curve and δ = 3.

If one of the three cases (i)–(iii) holds, we say that (X,∆) is exceptional.

Proof. We begin with case (iii). Let ∆ = Q1 +Q2 +Q3. Then the images of
Q1, Q2, Q3 under the complete linear series ϕD are colinear. Indeed, by Riemann–
Roch, H0(X,D − Q1 − Q2) = H0(X,D − Q1 − Q2 − Q3), so any linear subspace
containing ϕD(Q1) and ϕD(Q2) also contains ϕD(Q3). In particular, Q3 lies on
the line L through Q1 and Q2. This colinearity forces a relation in higher degree.
Indeed, any quadric Z containing the image of X contains Q1, Q2, Q3. But Z∩L ⊃
{Q1, Q2, Q3}, so by Bezout’s theorem, Z contains L. Since this holds for any such
quadric vanishing on ϕD(X), at least one relation of degree at least 3 is necessary.

Case (ii) is similar: if ∆ + Q generates a g31 , then the same Riemann–Roch
argument shows that any linear subspace containing the points in ∆ also contains
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Q. Finally, for case (i), the same argument applies to ∆ + ι(Q) where ι is the
hyperelliptic involution and Q is in the support of ∆.

For the converse, we defer the δ ≥ 4 case to the end of section 4.8. If X is
hyperelliptic, δ = 2, and ∆ is hyperelliptic fixed, then the image of ϕD is a smooth
rational normal curve, so there are no cubic relations. Finally, if X is trigonal,
δ = 2, and ∆ does not extend to a g13 , then the image of ϕD is a singular, integral,
non-trigonal curve, and by Schreyer [Sch91, Theorem 1.4] the cubic relations are
not minimal. □

Remark 4.6.2. In the classical case, a similar thing happens when X is a
plane quintic: under the canonical map to P5, the 5 points of a g25 (cut out by
the intersection of a line with X) span a plane and are thus contained in a unique
conic in that plane. The intersection of this conic with any quadratic hypersurface
contains 5 points and is again, by Bezout’s theorem, the conic itself. Any quadratic
hypersurface containing ϕK(X) thus contains a net of conics and is in fact a surface
of minimal degree (in this case, a copy of P2 under the Veronese embedding).
Numerically, one sees by the above calculation that this does not happen for a
plane quintic in the log case.

Remark 4.6.3. Lemma 4.6.1 holds also for some divisors ∆ that are not log
divisors, with the same auxiliary hypotheses: for example, if X is general but some
Qi = Qj , one argues instead that Z ∩ L intersects with multiplicity greater than
one at Qi.

4.7. Log degree 2

Now suppose that δ = 2. Then the divisor D = K +∆ is ample but not very
ample and the structure of the canonical ring depends on whether ∆ is hyperelliptic
fixed. In the hyperelliptic-fixed case, the image of X under the complete linear
series on D is a smooth rational normal curve of degree g in Pg obtained from the
hyperelliptic map; otherwise, the image of X is singular at ∆ with one node and
having arithmetic genus h = dimH0(X,K +∆) = g + 1 = g + δ − 1.

Lemma 4.7.1. Suppose ∆ is hyperelliptic fixed and let h = g + 1. Then the
pointed generic initial ideal is

gin≺(I;S) = ⟨xixj : 1 ≤ i < j ≤ h− 1⟩
+ ⟨xiyj : 1 ≤ i, j ≤ h− 2, (i, j) ̸= (h− 2, h− 2)⟩
+ ⟨yiyj : 1 ≤ i, j ≤ h− 2⟩ ⊂ k[y1, . . . , yh−2, x1, . . . , xh]

with S the set of bicoordinate points in P(2h−2, 1h).

Proof. The analysis is identical to the classical case (section 2.7) and is omit-
ted. □

We now turn to the case where ∆ is not hyperelliptic fixed (such as when X
itself is not hyperelliptic).
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Proposition 4.7.2. Suppose ∆ is not hyperelliptic fixed and let h = g + 1.
Then the pointed generic initial ideal is

gin≺(I;S) = ⟨xixj : 1 ≤ i < j ≤ h− 2⟩
+ ⟨x2

ixh−1 : 1 ≤ i ≤ h− 3⟩+ ⟨yxi : 1 ≤ i ≤ h− 1⟩
+ ⟨y2, x3

h−2xh−1⟩ ⊂ k[y, x1, . . . , xh].

with S the set of bicoordinate points in P(2, 1h).

Proof. We have dimH0(X,D) = h = g + 1, so the image of X under the
linear series on D gives a birational map X → Ph−1: even if X is hyperelliptic,
by assumption D is not hyperelliptic fixed, so the log canonical map has degree
1. However, this map is not a closed embedding since it does not separate points:
letting ∆ = Q1 + Q2, by Riemann–Roch, there is no f ∈ H0(X,D) separating
Q1, Q2. So the image ϕD(X) has a node at ϕ(Q1) = ϕ(Q2).

As in the classical case, let P1, . . . , Ph be general points of X with dual basis
xi ∈ H0(X,D) and set E = P1+ · · ·+Ph. Then the subring R1 of the log canonical
ring R generated by all degree one elements is the homogeneous coordinate ring of
ϕD(X). We have X ≃ ProjR, so the map ProjR → ProjR1 is the normalization of
the singular curve. By Petri’s theorem applied to ϕD(X) (as generalized to singular
curves by Schreyer [Sch91, Theorem 1.4]), we obtain relations as in (2.5.3)–(2.5.5):

quadrics fij with leading term xixj for 1 ≤ i < j ≤ h− 2,

cubics Gi,h−2 with leading term x2
ixh−1 for i = 1, . . . , h− 3,

a quartic Hh−2 with leading term x3
h−2xh−1;

similarly, we obtain syzygies as in Equation 2.5.8.
To analyze the full ring R, first note that R1 is spanned by elements of the

form xa
i x

b
h−1x

c
h with i < h− 1. Let y ∈ H0(X, 2D−E) be generic; then by GMNT

(Theorem 3.2.2), y ̸∈ R1, y generates R over R1, and (div y)|∆ = 2∆; in fact,
elements yxa

h span R over R1. We equip k[y, x1, . . . , xh] with the (weighted graded)
reverse lexicographic order.

Additional relations arise as follows. Let βi(xh−1, xh) be a linear form vanishing
to order 1 at ∆ with (generically) leading term xh−1. Then yβi ∈ H0(X, 3K+2∆),
which is generated by elements of degree one. For i = 1, . . . , h − 1 we thus obtain
a relation with leading term yxi (evaluation at Pj with j < i gives that the term

x3
j does not occur). In a similar way, we obtain a relation with leading term y2.

(Alternatively, it is clear from the geometric description that the “normalizing”
function y in degree 2 satisfies a monic, quadratic relation over R1.)

We claim that these relations are a Gröbner basis for the ideal of relations, by
a monomial count. Among the variables x1, . . . , xh, we obtain the same count as in
the classical case, and according to the relations the only extra monomial in degree
d ≥ 2 is yxd−2

h ; thus the Hilbert function of the quotient by the leading terms
of the above relations matches that of the canonical ring, so there are no further
relations. □

Finally, we address minimality of the generators. The quartic relation Hh−2 is
again obtained from a syzygy, and the relations with leading terms yxi and y2 are
minimal as they are not in the ideal generated by the monomials appearing in any
of the previous relations. So the issue that remains is the minimality of the relations
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Gi,h−2: they are minimal if and only if the image ϕD(X) of the log canonical map
has a g13 , which can only happen under the conditions in section 4.6.

Remark 4.7.3. We can see the case g = 2 in another way: the projection to
P2 has an ordinary singularity so is a canonically embedded nodal plane quartic.
The argument from the plane quartic case of the δ = 1 analysis adapts in the same
way to give 2 cubics and 2 quartic relations in the Gröbner basis, with 2 cubics and
1 quartic minimal generators.

4.8. General log degree

We conclude this chapter with the treatment of the case δ ≥ 3 (and still g ≥ 2).
Our argument will continue to mimic the approach to Petri’s theorem. Since δ ≥ 3,
we now have that D = K +∆ is very ample and the log canonical map X → Ph−1

is an embedding, where h = dimH0(X,D) = g + δ − 1. We will see below that for
δ = 3, the image of X is cut out by relations in degree at most 3 and for δ ≥ 4 the
image is cut out by just quadrics.

Remark 4.8.1 (Comparison to classical case). There are a few differences be-
tween the log and classical case: there are no trisecants when δ ≥ 4 (as in sec-
tion 4.6), there are no quartic relations in the Gröbner basis, there are new qua-
dratic relations (and hence the “old” relations fij have a slightly different shape),
the cubic relations have a different shape (and there are g instead of g − 3 cubics
in a Gröbner basis), and there are now two flavors of syzygies.

Proposition 4.8.2. The pointed generic initial ideal is

gin≺(I;S) = ⟨xixj : 1 ≤ i < j ≤ h− 2⟩+ ⟨xixh−1 : 1 ≤ i ≤ δ − 3⟩
+ ⟨x2

ixh−1 : δ − 2 ≤ i ≤ h− 2⟩ ⊂ k[x1, . . . , xh]

with S the set of coordinate points in Ph−1.

Proof. Let P1, . . . , Ph be general points of X with dual basis x1, . . . , xh, and
let E = P1 + · · · + Ph−2. Choose also, for each s = 1, . . . , h − 2, a linear form
αs(xh−1, xh) with a double root at Ps and (for generic choices of coordinates)
leading term xh−1.

Let V = H0(X,D−E), by the basepoint-free pencil trick (Lemma 2.4.1), there
is an exact sequence

0 →
∧2

V ⊗OX(E) → V ⊗OX(D) → OX(2D − E) → 0.

As in the classical case, the latter map is surjective on global sections, since by
Riemann–Roch (and genericity of the coordinate points) we have

dimH0(2D − E) = 2g + δ = (2g + 2δ − 2)− (δ − 2)

= dimV ⊗H0(X,D)− dimH0(X,E).

We have xixj ∈ H0(X, 2K+2∆−E) for 1 ≤ i < j ≤ h− 2, so we obtain quadratic
relations, arguing as in the classical case:

fij = xixj −
h−2∑
s=1

ρsijαsxs − bij

with bij ∈ k[xh−1, xh] quadratic.
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The image of
∧2

V ⊗H0(X,D) contributes δ−3 additional relations, as follows.
The space W = H0(X, 2D − 2E) has dimension

3g − 3 + 2δ − 2(h− 2) = 3g + 1 + 2δ − 2(g + δ − 1) = g + 3 = h− δ + 4.

For s = 1, . . . , h − 2 we have αsxs ∈ W , since xs ∈ H0(X,D − E + Ps) and
αs ∈ H0(X,D − E − Ps). Taking a basis as αsxs for s = δ − 2, . . . , h− 2 together
with x2

h−1, xh−1xh, x
2
h, we obtain relations

Fi = αixi −
h−2∑

s=δ−2

csiαsxs − di

for i = 1, . . . , δ − 3, with di ∈ k[xh−1, xh] quadratic. The leading term of Fi is
xixh−1.

Counting gives that these generate all quadrics in the ideal, since there are(
h−2
2

)
relations of the form fij and δ − 3 of the form Fi and

dim I2 =

(
h+ 1

2

)
− (3g − 3 + 2δ) =

(
h− 2

2

)
+ δ − 3.

Together, the leading terms of these quadrics generate the ideal

⟨xixj : 1 ≤ i < j ≤ h− 2⟩+ ⟨xixh−1 : 1 ≤ i ≤ δ − 3⟩. (4.8.3)

As in Petri’s case, we do not obtain a Gröbner basis yet—there are g addi-
tional cubic relations. (One can check, for example, that the degree 3 part of the
quotient of k[x1, . . . , xh] by the ideal (4.8.3) has dimension 6g + 3(δ − 3) + 4 but
dimH0(X, 3D − 3E) = 5g − 5 + 3δ, so g cubics are missing; but we will exhibit
them below anyway.)

We find cubic relations following Petri. Let V = H0(X,D − E). Then by the
basepoint-free pencil trick (Lemma 2.4.1), the multiplication map

V ⊗H0(X, 2D − E) → H0(X, 3D − 2E) (4.8.4)

has kernel
∧2

V ⊗H0(X,D) of dimension h and thus has image of dimension

2(3g − 3 + 2δ − (g + δ − 3))− (g + δ − 1) = 3g + δ + 1.

On the other hand, the codomain has dimension

dimH0(X, 3D − 2E) = 5g − 5 + 3δ − 2(g + δ − 3) = 3g + δ + 1.

Therefore (4.8.4) is surjective and H0(X, 3D−2E) is generated by monomials in xi

divisible by x2
h−1, xh−1xh, or x

2
h. We have αix

2
i ∈ H0(X, 3D−2E) for 1 ≤ i ≤ h−2,

so we obtain relations Gi with leading term x2
ixh−1. However, for 1 ≤ i ≤ δ − 3,

already x2
ixh−1 is in the ideal (4.8.3) generated by the initial terms of quadratic

relations; therefore for δ−2 ≤ i ≤ h−2, we obtain h−2−(δ−3) = g new relations.
We claim that the elements fij , Fi, Gi form a Gröbner basis; since the set of

points is general, this would imply the proposition. This follows from a count of
monomials. For d ≥ 4, the quotient of k[x1, . . . , xh] by the ideal of leading terms
from these relations is generated by

xix
a
h−1x

d−a−1
h , for 1 ≤ a ≤ d− 1 and δ − 2 ≤ i ≤ h− 2, and

xa
i x

d−a
h , for 1 ≤ a ≤ d and 1 ≤ i ≤ h;

thus it has dimension

((h− 2)− (δ − 3))(d− 1) + (h− 1)d+ 1 = (2d− 1)(g − 1) + δd,
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proving the claim and the proposition. □

We obtain log Petri syzygies analogous to the classical case (2.5.8) by division
with remainder. They now come in two flavors:

xjfik − xkfij +
∑h−2

s=1
s ̸=j

ρsikfsj −
∑h−2

s=1
s̸=k

ρsijfsk + ρjikGj − ρkijGk = 0

xkFj − αjfjk +
∑h−2

s=δ−2
s̸=k

csjαsfsk + ckjGk = 0
(4.8.5)

where j ≤ δ − 2 < k ≤ h− 2.
To conclude, we consider when the relations obtained in the proof of the pre-

vious proposition are minimal. When δ = 3, the image of X admits a pencil of
trisecants and thus lies on a scroll U (see section 4.6). We claim that this scroll is
given by the vanishing of the quadratic relations fij and Fi. Indeed, inspection of
the Hilbert function of X gives that U is a surface. Moreover, since each quadric
hypersurface Z containing X also contains the 3 points of any trisecant, U contains
the line through them (by Bezout’s theorem), and thus also contains the pencil.
Since X is smooth and nondegenerate, U is a smooth surface, equal to the scroll
induced by the pencil of trisecants. (As an additional check: inspection of the
Hilbert function gives that U is a minimal surface and thus rational by Bertini’s
classification.) The image of X is then cut out by the remaining g cubic relations;
comparing Hilbert functions, all g are necessary.

For δ ≥ 4, by Riemann–Roch there are no trisecants; we claim that the cu-
bics are in the ideal generated by the quadratics. First we note that for generic
coordinate points, the coefficients ρijk either all vanish or are all nonvanishing, and
similarly the csi either all vanish or are all nonvanishing, just as in the classical
case.

If these coefficients are all nonvanishing, then the log Petri syzygies (4.8.5)
imply that the cubics lie in the ideal generated by the quadrics. On the other hand,
if the coefficients are all zero, then X is singular, a contradiction. We verify this
by direct computation. For i1 ̸= δ − 2, i2 ≤ δ − 3, and δ − 2 ≤ i3, we have

∂fi1,j
∂xk

(Pδ−2) =
∂Fi2

∂xk
(Pδ−2) =

∂Gi3

∂xk
(Pδ−2) = 0;

indeed, since ρ = β = 0, the first two are homogenous linear forms with no xδ−2

term, and the third is a homogenous quadratic form with no x2
δ−2 term. The

Jacobian matrix thus has rank at most h − 3 (since there are only h − 3 terms of
the form f1j), and this contradicts the smoothness of X.

Remark 4.8.6. The argument above works also for some singular log canonical
curves: by symmetry, X is singular at each coordinate point, and since the points
were general X is singular at every point.

4.9. Summary

We now officially prove the main result of this section, Theorem 4.1.3.

Proof of Theorem 4.1.3. If g = 1, the result is proven in section 4.3.
So suppose g ≥ 2 and let δ = deg∆. If δ = 0, we are in the classical case

provided by Theorem 2.1.1. For δ = 1, the case when X is hyperelliptic is proven
in section 4.4 (see Proposition 4.4.2); when X is nonhyperelliptic, we refer to sec-
tion 4.5 (see Proposition 4.5.2). For δ = 2, combine Lemma 4.6.1 for the exceptional
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cases with Lemma 4.7.1 when ∆ is hyperelliptic fixed and Proposition 4.7.2 for the
remaining cases when ∆ is not hyperelliptic fixed. Finally, for δ ≥ 3 we appeal to
Proposition 4.8.2. □

The results proven above are also summarized in Table (II) in the Appendix
and succinctly in the following theorem.

Corollary 4.9.1. Let (X,∆) be a log curve. Then the canonical ring R of
(X,∆) is generated by elements of degree at most 3 with relations of degree at most
6.

Proof. If g = 0, the result is proven in section 4.2; the rest follows from
Theorem 4.1.3. □

Remark 4.9.2. The Hilbert series Φ(R∆; t), where δ = deg∆, is

Φ(R; t) = g +

∞∑
n=0

(n(2g − 2 + δ) + 1− g) tn.

This breaks up as

g + (2g − 2 + δ)

∞∑
n=0

ntn + (1− g)

∞∑
n=0

tn = g +
(2g − 2 + δ)t

(1− t)2
+

1− g

1− t
.

The Hilbert numerator can vary of course (since the generation of R can vary
greatly), but the computation is straightforward. For instance, setting

g +
(2g − 2 + δ)t

(1− t)2
+

1− g

1− t
=

Q(t)

(1− t)g+δ−1

gives (in the general case of δ ≥ 3)

Q(t) = (1− t)g+δ−3
(
g(1− t)2 + (1− g)(1− t) + (2g − 2 + δ)t

)
.

A similar computation is possible in the general (log stacky) case, when the
degrees of the generators are specified; we do not pursue this further here.

Remark 4.9.3. We have only computed pointed generic initial ideals in this
chapter. Based on some computational evidence, we believe that the case of the
generic initial ideal itself will be tricky to formulate correctly. On the other hand,
we expect that the above methods can be modified to give the generic initial ideal
for δ ≥ 3.





CHAPTER 5

Stacky curves

In this chapter, we introduce stacky curves. Many of the results in this chap-
ter appear elsewhere (oftentimes in a much more general context), but others are
new. For further reading, consult the following: Kresch [Kre09] gives a survey of
general structure results for Deligne–Mumford stacks; Abramovich–Graber–Vistoli
[AGV08] give proofs of some results we will use and indeed more general versions
of the material below (these authors [AGV02] also give an overview of the Gromov-
Witten theory of orbifolds); and Abramovich, Olsson, and Vistoli [AOV11] work
with more general (tame) Artin stacky curves. A general reference for all things
stacky is the stacks project [Stacks], which also contains a useful guide to the
stacks literature. A recent, comprehensive refence is Olsson [Ols16].

We follow the conventions of the stacks project [Stacks] and restrict consider-
ations to Deligne–Mumford stacks. Until chapter 11, all stacks will be relative to a
particular field k.

5.1. Stacky points

We begin with a discussion of points.

Definition 5.1.1. A point of a stack X is a map SpecF → X , with F a
field. We denote by |X | the space of isomorphism classes of points (with the
Zariski topology [LMB00, §5]), and by |X (F )| the set of isomorphism classes of
K-points.

Definition 5.1.2. To a pair of points x, x′ : SpecF → X one associates the
functor Isom(x, x′) (see Olsson [Ols16, 3.4.7]), and part of the definition of a stack
is that Isom(x, x′) is representable by an algebraic space. In particular, to a single
point x : SpecF → X we associate its stabilizer Gx := Isom(x, x). If Gx is a finite
group scheme, we say that x is a tame point if degGx is not divisible by charF .

If x is tame point of X , then degGx = #Gx(F ) and the base change of Gx to
F is a constant group scheme (Gx is not necessarily constant).

Definition 5.1.3. Let X be stack and let x : SpecF → X be a point with
stabilizer group Gx. If Gx ̸= {1}, we say that x is a stacky point of X . The residue
gerbe at x is the unique monomorphism (in the sense of [Stacks, Tag 04XB])
Gx ↪→ X through which x factors.

We note that the base change of Gx to SpecF is a neutral gerbe and thus
isomorphic to the quotient stack BGx,F = [SpecF/Gx].

Definition 5.1.4. We say that a stack X is separably rooted at a stacky point
x : SpecF → X if x factors through a point Spec k′ → X with k ⊂ k′ ⊂ F and
k′ separable over k. We say that X is separably rooted if it is separably rooted at
every stacky point.

49
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Lemma 5.1.5. If x is a point of X whose image in |X | is closed, then Gx ⊂ X
is a closed immersion.

Proof. See the stacks project [Stacks, Definition 06MU]. □

5.2. Definition of stacky curves

We now define the main object of interest, a stacky curve.

Definition 5.2.1. A stacky curve X over k is a smooth proper geometrically
connected Deligne–Mumford stack of dimension 1 over k that contains a dense open
subscheme.

Remark 5.2.2. A stacky curve X is by definition smooth. Although X may
have stacky points, like those with nontrivial stabilizer in Example 5.2.7, these
points are not singular points.

Remark 5.2.3. The main care required in the study of stacky curves is that
residue gerbes should be treated as fractional points, in the sense that deg Gx =
[k(x) : k]/ degGx; see Remark 5.4.4 below, Vistoli [Vis89, example after Definition
1.15], and Edidin [Edi13, 4.1.1] for discussions of this feature.

The meaningfulness of the hypotheses in this definition is as follows. First, the
Deligne–Mumford hypothesis implies that the stabilizers of points in characteristic
p > 0 do not contain copies of µp (or other non-étale group schemes). Second,
properness implies (by definition) that the diagonal is proper; since X is Deligne–
Mumford and locally of finite type (since it is smooth) the diagonal is unramified
and therefore quasi-finite, and thus finite. This implies that the stabilizer groups
are finite and (unlike a stack with quasi-finite diagonal) implies that a coarse moduli
space exists. Finally, the dense open subscheme hypothesis implies that there are
only finitely many points with a non-trivial stabilizer group.

Definition 5.2.4. A stacky curve X over k is said to be tame if every point
is tame.

Remark 5.2.5. There is a more subtle notion of tameness for Artin stacks
[AOV08, Definition 2.3.1]. For a Deligne–Mumford stack, these notions of tame
are equivalent.

While arithmetically interesting non-tame stacky curves arise naturally (see
e.g. Remark 5.3.11), we later restrict to tame Deligne–Mumford stacky curves. This
restriction affords several benefits: the canonical divisor of a tame stacky curve
admits a simple formula (see Proposition 5.5.6), and tame stacky curves have a
simple bottom-up description (see Lemma 5.3.10(a)). In contrast, non-tame curves
are messier in each of these regards: the sheaf of differentials (Definition 5.5.1) is
not coherent, there is no combinatorial bottom-up description as in Lemma 5.3.10
(see Remark 5.3.11), and any formula for the canonical divisor must incorporate
higher ramification data.

Remark 5.2.6. If we relax the condition that X has a dense open subscheme,
then by Geraschenko–Satriano [GS12, Remark 6.2] X is a gerbe over a stacky
curve (which, by definition, has trivial generic stabilizer).

Example 5.2.7 (Stacky curves from quotients). Let X be a smooth projective
curve over k. Then X can be given the structure of a stacky curve, with nothing
stacky about it.

http://stacks.math.columbia.edu/tag/06MU
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Less trivially, the stack quotient [X/G] of X by a finite group G ≤ Aut(X)
naturally has the structure of a stacky curve, and the map X → [X/G] is an étale
morphism of stacky curves; moreover, if the stabilizers have order prime to char k
(e.g. if gcd(#G, char k) = 1) then [X/G] is tame. For example, if char k ̸= 2,
the quotient of a hyperelliptic curve of genus g by its involution gives an étale map
X → [X/⟨−1⟩] with [X/⟨−1⟩] a stacky curve of genus 0 with 2g+2 stacky geometric
points with stabilizer Z/2Z ≃ µ2. (If char k | #G and the orders of the stabilizers
are not divisible by the characteristic then [X/G] is still a stacky curve; in general
the quotient may have a stabilizer of µp and thus fail to be a Deligne–Mumford
stack.)

Remark 5.2.8. Example 5.2.7 is close to being the universal one in the following
sense: Zariski locally, every stacky curve is the quotient of a smooth affine curve by
a finite (constant) group [AV02, Lemma 2.2.3]; see also Lemma 5.3.10 below for a
slightly stronger statement.

It is necessary to work Zariski locally: not every stacky curve is the quotient
of a scheme by a finite group (see Example 5.3.14 below). However, by Edidin
[EHKV01, Theorem 2.18], any smooth Deligne–Mumford stack with trivial generic
stabilizer (in particular, a stacky curve) is isomorphic to a global quotient [X/G]
where G ≤ GLn is a linear algebraic group and X is a scheme (or algebraic space).

5.3. Coarse space

In this section, we relate a stacky curve to an underlying scheme, called its
coarse space.

Definition 5.3.1. Let X be a stacky curve over k. A coarse space morphism
is a morphism π : X → X with X a scheme over k such that the following hold:

(i) The morphism π is universal for morphisms from X to schemes; and
(ii) If F ⊃ k is an algebraically closed field, then the map |X (F )| → X(F ) is

bijective, where |X (F )| is the set of isomorphism classes of F -points of
X .

The scheme X is called the coarse space associated to X .

Remark 5.3.2. Given X , if a coarse space morphism π : X → X exists, then
it is unique up to unique isomorphism (only property (i) is needed for this).

Proposition 5.3.3. Every stacky curve has a coarse space morphism.

Proof. It was proved by Keel-Mori [KM97, Theorem 1.1] (see also Rydh
[Ryd13, Theorem 6.12] or unpublished notes of Conrad [Con, Theorem 1.1]), that
if X has finite diagonal (or finite inertia stack) then a coarse space morphism
exists. □

Lemma 5.3.4. The coarse space of a stacky curve is smooth.

Proof. Étale locally on the coarse space X, a stacky curve X is the quotient
of an affine scheme by a finite (constant) group (see Remark 5.2.8). Thus, the
coarse space has at worst quotient singularities so is in particular a normal curve,
and consequently the coarse space of a stacky curve is smooth. □

Remark 5.3.5. Our definition of coarse space morphism is equivalent to the one
where the target X is allowed to be an algebraic space. When X is a stacky curve,
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the coarse space X (a priori an algebraic space) is smooth, separated [Con, KM97,
Theorem 1.1(1)], and 1-dimensional, so X is a scheme [Knu71, Proposition I.5.14,
Theorem V.4.9]. Similarly, the standard proofs that coarse spaces exist show that
when X is a stacky curve one can allow the target of the universal property (i) to
be an algebraic space.

Example 5.3.6. Continuing with Example 5.2.7, the map [X/G] → X/G is a
coarse space morphism, where X/G is the quotient of X by G in the category of
schemes, defined by taking G-invariants on affine open patches.

Example 5.3.7 (Generalized Fermat quotients). Let a, b, c ∈ Z≥1 be relatively
prime, let A,B,C ∈ Z ∖ {0}, and let S be the generalized Fermat surface defined
by the equation Axa +Byb +Czc = 0 in A3

Q ∖ {(0, 0, 0)}. Then Gm acts naturally
on S with monomial weights (d/a, d/b, d/c) where d = abc. The map

S → P1

(x, y, z) 7→ [yb : zc]

is Gm equivariant; in fact, one can show that the field of invariant rational functions
is generated by the function yb/zc, so that the scheme quotient S/Gm is isomorphic
to P1 and the induced map [S/Gm] → P1 is a coarse moduli morphism. There are
stabilizers if and only if xyz = 0, so that [S/Gm] is a stacky curve with coarse space
P1 and non-trivial stabilizers of µa, µb, µc. (More generally, if d = gcd(a, b, c), then
the coarse space is the projective Fermat curve Axd +Byd + Czd = 0 ⊂ P2.)

The quotient [S/Gm] is a tame stacky curve over Q and, though it is presented
as a quotient of a surface by a positive dimensional group it is in fact (over C)
the quotient of a smooth proper curve by a finite group; this follows from stacky
Riemann existence (Proposition 6.1.6) and knowledge of its complex uniformization.

µa µb µc

Figure 5.3.8: The generalized Fermat quotient [S/Gm] is a stacky P1

Example 5.3.9. An M -curve (see Darmon [Dar97], Abramovich [Abr09] for
Campana’s higher dimensional generalization, and Poonen [Poo06]) is a variant of
a stacky curve, defined to be a smooth projective curve X over k together with, for
each point P ∈ X(F ), a multiplicity mP ∈ Z>0 ∪{∞}. An S-integral point of such
an M -curve is a rational point Q such that, for each p ̸∈ S and each P ∈ X(F ), the
intersection number of Q and P at p (as defined using integral models) is divisible
by mP .

To the same data one can associate a stacky curve with identical notion of inte-
gral point, and the main finiteness theorem of Darmon–Granville [DG95] (proved
via M -curves) can be rephrased as the statement that the Mordell conjecture holds
for hyperbolic stacky curves, with an essentially identical proof entirely in the lan-
guage of stacks; see Poonen–Schaefer–Stoll [PSS07, Section 3] for a partial sketch
of this stack-theoretic proof.

The following lemma characterizes a stacky curve by its coarse space morphism
and its ramification data.

Lemma 5.3.10. Let X be a tame stacky curve.



5.3. COARSE SPACE 53

(a) Two tame stacky curves X and X ′ are isomorphic if and only if there
exists an isomorphism ϕ : X → X ′ of coarse spaces inducing a stabilizer-
preserving bijection between |X | and |X ′| (i.e. for every x ∈ |X |, x′ ∈
|X ′|, if ϕ(π(x)) = π′(x′), then there exists an isomorphism Gx

∼= Gx′).
(b) The stabilizer groups of X are isomorphic to µn.
(c) In a Zariski neighborhood of each point x of X , the coarse space X is

isomorphic to a quotient of a scheme by the stabilizer Gx of x.

Another proof of claim (a) can be found in the work of Abramovich–Graber–
Vistoli [AGV08, Theorem 4.2.1], and cyclicity of the stabilizers follows from Serre
[Ser79, IV, §2, Corollary 1].

Proof. For the first claim (a), Geraschenko–Satriano [GS16, Theorem 1] show
that two tame stacky curves over a separably closed field are root stacks over the
same scheme (their coarse spaces) with respect to the same data (their ramification
divisors) and are thus isomorphic: indeed, since the coarse space X is a smooth
curve, Xcan = X, and since rooting along a smooth normal crossing divisor gives a

smooth stack, we have
√
D/X

can
=
√

D/X.
To finish the proof of (a) when k is not necessarily separably closed we make a

computation with Galois cohomology. Let X be the coarse space of X and let X ′

be X rooted along the ramification divisor of the coarse space map X → X, with
degrees equal to the order of the geometric automorphism group of each stacky
point of X . Then by the first paragraph, the map X ′ → X is a twist of the map
X → X; i.e. X ′

ksep ≃ X ksep over Xksep , so that X ′ has the same coarse space
and geometric ramification data. Such twists are classified by H1(k,Aut(X /X)),
which is trivial since the group Aut(X ksep /Xksep) of automorphisms of X → X is
trivial (by the universal property of the root stack).

The remaining claims follow from (a) since the same is true of root stacks
[GS12, Lemma 3.9]. □

Remark 5.3.11 (Non-tame stacky curves). Several complications arise if X is
not tame. For example, let C be an Artin–Schreier curve (necessarily over a field of
positive characteristic), with affine equation yp − y = f(x). This admits an action
of Fp, which is free on the affine part, and not free at the point at infinity. The
quotient X is a stacky P1, with a single stacky point at infinity; the stabilier of
this point is Fp, and thus X is not tame. As one varies f(x), the associated stacky
curves X are generally not isomorphic (for instance: the genus of the étale cover
C varies as f(x) varies); in particular, the tameness assumption in Lemma 5.3.10
is necessary!

Stabilizers of non-tame stacky curves can also be nonabelian. The stack quo-
tient of the modular curve X(p) by PSL2(Fp) in characteristic 3 has genus 0 coarse
space and two stacky points, one with stabilizer Z/pZ and one with stabilizer S3

(see e.g. Bending–Camina–Guralnick [BCG05, Lemma 3.1 (2)]), and it is thus a
stacky P1 with a non-cyclic stabilizer.

By the theory of higher ramification groups (see e.g. Serre [Ser79, Chapter IV]
or Katz [Kat86, Theorem 2.1.5]), there is a complete answer to the question of
which nonabelian groups can occur as stabilizers of wild (non-tame) stacky curves
in characteristic p > 0: you can get any group that is cyclic-by-p, which means a
group G which admits a normal p-Sylow subgroup whose quotient is cyclic with
order prime to p.
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Remark 5.3.12. If one allows either singular or nonseparated one-dimensional
Deligne–Mumford stacks, Lemma 5.3.10 is false: for example, glue #G many copies
of P1 together at their origins and take the quotient by G.

Following Behrend and Noohi [BN06, 4.3], we consider the following two ex-
amples.

Example 5.3.13 (Weighted projective stack). We define weighted projective
stack P(n1, . . . , nk) to be the quotient of Ak ∖ {(0, 0)} by the Gm action with
weights ni ∈ Z≥1; when k = 2 we call this a weighted projective stacky line. The
coarse space of P(n1, . . . , nk) is the usual weighted projective space P(n1, . . . , nk),
but in general P(n1, . . . , nk) is a stack which is not a scheme.

Example 5.3.14 (Footballs). Let n,m ≥ 1 and char k ∤ m,n. We define the
football F(n,m) to be the stacky curve with coarse space P1 and two stacky points
with cyclic stabilizers of order n and m. Locally, one can construct F(n,m) by
gluing [A1/µn] to [A1/µm] like one glues affine spaces to get P1. If gcd(n,m) =
1 then F(n,m) ≃ P(n,m), and F(n,m) is simply connected (i.e. has no non-
trivial connected étale covers), and if (n,m) ̸= (1, 1) then F(m,n) is not (globally)
the quotient of a curve by a finite group, though this is still true Zariski locally.
In general, P(n,m) is a Z/dZ gerbe over the football F(n/d,m/d) where d =
gcd(n,m).

5.4. Divisors and line bundles on a stacky curve

Having defined stacky curves, we now show that the definitions for divisors and
line bundles carry over for stacky curves. Let X be a stacky curve over k.

Definition 5.4.1 (Weil divisors). A Weil divisor on X is a finite formal sum
of irreducible closed substacks of codimension 1 defined over k, i.e. an element of
the free abelian group on the set of closed k-substacks of X . A Weil divisor is
effective if it is a nonnegative such formal sum. We define the degree of a Weil
divisor D =

∑
Z nZZ to be

∑
Z nZ degZ.

As in Remark 5.2.3 we note that deg Gx = [k(x) : k]/degGx.

Definition 5.4.2 (Linear equivalence). Let L be a line bundle on X . A
rational section of L is a nonzero section over a Zariski dense open substack. The
divisor of a rational section s of L is div s =

∑
Z vZ(s)Z, where the sum runs over

irreducible closed substacks Z of X , and vZ(s) is the valuation of the image of s
in the field of fractions of the étale local ring of L at Z.

We say that two Weil divisors D and D′ are linearly equivalent if D−D′ = div f
for f a rational section of OX (equivalently, a morphism f : X → P1).

Definition 5.4.3 (Cartier divisors). A Cartier divisor on X is a Weil divisor
that is locally principal, i.e. locally of the form div f in the étale topology.

If P is an irreducible closed substack of X , we define OX (−P ) to be the ideal
sheaf of P . Defining as usual

OX (D) = OX (−D)∨ = Hom (OX (−D),OX ) ,

this definition extends linearly to any Weil divisor D.
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Remark 5.4.4 (Fractional order zeros of sections). Since any map f : X → P1

factors through the coarse space map π : X → X via a map fX : X → P1, we have
div f = π∗(div fX) = π∗(π∗(div f)); and since π is ramified at a stacky point x
with degree deg Gx = 1/#Gx, the coefficients of div f are integers.

The same is not true when f is replaced by a rational section s of general line
bundle. For example, let X be the quotient of A1

C by µr for an integer r ≥ 1
not divisible by char k, and consider the section dt of Ω1

X (defined below). The
pullback to A1

C of dt is dtr = rtr−1 dt; the pullback of div dt is div dtr = (r − 1)O
where O is the origin, and thus div dt is (r−1)GO, which has degree (r−1)/r (since
deg GO = 1/r).

Fractional zeroes of sections appear in many other contexts; see for instance
Gross [Gro90, Section 2] or Katz–Mazur [KM85, Corollary 12.4.6], the latter of
which discusses a stacky proof of Deuring’s formula for the number of supersingular
elliptic curves.

We prove next that any invertible sheaf L on a stacky curve X is isomor-
phic to O(D) for some Weil divisor D on X . The vector space of global sections
H0(X ,O(D)) is, as in the case of a nonstacky curve, in bijection with the set of
morphisms f : X → P1 such that D + div f is effective. (We add as a warning
that this bijection does not preserve degrees: the degree of div f is necessarily zero,
but the degree of the corresponding section s of L has nonzero degree, generically
equal to degD.)

Lemma 5.4.5. The following are true.

(a) A Weil divisor on a smooth Deligne–Mumford stack is Cartier.
(b) A line bundle L on a stacky curve is isomorphic to OX (D) for some Weil

divisor D.
(c) We have OX (D) ≃ OX (D′) if and only ifD andD′ are linearly equivalent.

Proof. One can check statement (a) on a smooth cover, reducing to the case
of schemes [GS15, Lemma 3.1].

For statement (b), note that X has a Zariski dense open substack U ⊆ X
that is a scheme such that L |U ≃ OU . Let s be a nonzero section of L (U)
and let D = div s. Let f : X → P1 correspond to a section of O(D). Then
since div f + div s is effective, fs is a global section of L ; the corresponding map
O(D) → L given by f 7→ fs can be checked locally to be an isomorphism.

For (c), if OX (D) ≃ OX (D′), then the image of 1 under the composition

OX ≃ OX (D)⊗ OX (D′)∨ ≃ OX (D −D′)

gives a map f such that D − D′ + div f is effective. Similarly, 1/f is a global
section of OX (D−D′), so D′ −D+div 1/f is effective. Since D−D′ +div f and
−(D−D′ +div f) are both effective, D−D′ +div f is zero and D is equivalent to
D′ as claimed. The converse follows similarly. □

Let π : X → X be a coarse space morphism. We now compare divisors on X
with divisors on the coarse space X.

Definition 5.4.6. The floor ⌊D⌋ of a Weil divisor D =
∑

i aiPi on X is the
divisor on X given by

⌊D⌋ =
∑
i

⌊
ai

#GPi

⌋
π(Pi).
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Lemma 5.4.7. The natural map

OX(⌊D⌋) → π∗OX (D)

of sheaves on the Zariski site of X given on sections over U ⊂ X by

(f : U → P1) 7→ (π ◦ f : X ×XU → P1)

is an isomorphism.

Proof. Note that ⌊D⌋+ div f is effective if and only if D + div π ◦ f is effec-
tive. The above map is thus well defined. The inverse map is given by factorization
through the coarse space—by the universal property of the coarse space, and com-
mutativity of formation of coarse spaces with flat base change on the coarse space,
any map g : X ×X U → P1 is of the form π ◦ f for some map f : U → P1. □

5.5. Differentials on a stacky curve

Next, we consider differentials on a stacky curve, in a manner analogous to the
classical case.

Definition 5.5.1. Let f : X → Y be a morphism of Deligne–Mumford stacks.
We define the relative sheaf of differentials to be the sheafification of the presheaf
Ω1

X /Y on X ét given by

(U → X ) 7→ Ω1
OX (U)/f−1OY (U).

If Y = Spec k, we also write Ω1
X = Ω1

X / Spec k.

Remark 5.5.2 (Alternate definitions of differentials). The natural map OX
d−→

Ω1
X /Y , defined in the usual way at the level of presheaves, is universal for f−1OY

linear derivations of OX . We have Ω1
X /Y ≃ I/I2, where I is the kernel of the

homomorphism OX ⊗f−1OY
OX → OX ; see Illusie [Ill71, II.1.1, remark after

II.1.1.2.6].
When X → Y is a morphism of schemes, Ω1

X/Y is the étale sheafification of

the usual relative sheaf of differentials on X [Stacks, Tag 04CS]; conversely, its
restriction to the Zariski site of X is the usual sheaf of differentials.

Lemma 5.5.3 (Usual exact sequence for differentials). Let X
f−→ Y and Y

g−→
Z be separable morphisms of Deligne–Mumford stacks. Then the sequence

f∗Ω1
Y /Z → Ω1

X /Z → Ω1
X /Y → 0

is exact, where Ω1
X /Z is relative to the composition g ◦ f .

Moreover, if f is a nonconstant, separable morphism of stacky curves, then the
sequence

0 → f∗Ω1
Y → Ω1

X → Ω1
X /Y → 0

is exact.

Proof. The first claim follows since the sequence is exact at the level of
presheaves. The second claim follows as in the case of curves [Har77, Proposition
IV.2.1]—surjectivity follows by taking Z = Spec k, and for injectivity it suffices
check that the map f∗Ω1

Y → Ω1
X of line bundles is injective at the generic point of

X , which follows since f is nonconstant. □

http://stacks.math.columbia.edu/tag/04CS
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Definition 5.5.4. A canonical divisor K of a stacky curve X is a Weil divisor
K such that Ω1

X ≃ OX (K).

It follows from Lemma 5.5.3 that Ω1
X is a line bundle if X is a stacky curve.

By Lemma 5.4.5, it thus follows that a canonical divisor always exists and any two
are linearly equivalent.

Remark 5.5.5. Working with the dualizing sheaf instead of the sheaf of differ-
entials above, we can work more generally with curves with controlled singularities
(e.g. ordinary double points)

We now turn to Euler characteristics. The formula for the Euler characteristic
of a complex orbifold curve appears in many places (see e.g. Farb–Margalit [FM12,
before Proposition 7.8]). We need a finer variant for tame stacky curves: the
following formula follows from Lemma 5.5.3 as in the case of schemes [Har77,
Proposition IV.2.3].

Proposition 5.5.6. Let X be a tame stacky curve over k with coarse space
X. Let KX be a canonical divisor on X and KX a canonical divisor on X. Then
there is a linear equivalence

KX ∼ KX +R = KX +
∑
x

(degGx − 1)x

where the sum is taken over closed substacks of X .

Proof. Since X → X is an isomorphism over the nonstacky points, the sheaf
Ω1

X /X is a sum of skyscraper sheaves supported at the stacky points of X . As

in the proof of [Har77, Proposition IV.2.3], is suffices to compute the length of
the stalk Ω1

X /X,P at a stacky point P . We may compute the length of the stalk

locally; by Lemma 5.3.10, we may suppose that X ≃ [U/µr] and that X has
a single stacky point. The cover f : U → [U/µr] is étale since X is tame, so by
Lemma 5.5.3, f∗Ω1

X /X = Ω1
U/X ; the stalk at P thus has length r−1 by the classical

case, proving the proposition. □

Remark 5.5.7 (Inseparable stacky points). The canonical sheaf Ω1
X does not

commute with inseparable base change if the stacky points are not separably rooted
(c.f Definition 5.1.4). (This is not a new phenomenon, even for classical curves; see
e.g. [Tat52].) The statements our theorems are stable under separable base change,
but the proofs often require passage to an algebraically closed field, and for this
reason we usually suppose that X is separably rooted. (It also clearly suffices
to suppose that k is perfect, which is natural to suppose for the applications to
modular forms.)

One can see this numerically via Proposition 5.5.6 and computation of the
degree of a canonical divisor as follows. Let k be a non-perfect field of characteristic
p, X a curve over k, and x ∈ X a closed point with purely inseparable residue
field k(x) of degree p over k. Let n be prime to the characteristic, X be the
nth root of X at x, and X ′ be the base change of X to k; it follows from the
universal property of root stacks that X ′ is isomorphic to Xk rooted at the point
x′ above x. Then deg Gx = p/n, but deg Gx′ = 1/n, so Proposition 5.5.6 gives that
degKX − degKX ′ = (p− 1)/n.
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Definition 5.5.8. The Euler characteristic of X is χ(X ) = −degKX and the
genus g(X ) of X is defined by χ(X ) = 2− 2g(X ). We say that X is hyperbolic
if χ(X ) < 0.

Remark 5.5.9. For stacky curves, the notion of cohomological Euler charac-
teristic differs from this one: for example, the cohomological Euler characteristic is
an integer. The reason is that sections of line bundles come from sections of the
push forward of the line bundle to the curve.

For a stacky curve, the genus is no longer necessarily a nonnegative integer.
Indeed, the coarse space map π : X → X has degree 1 and is ramified at each stacky
point x with ramification degree degGx; since the degree of x is deg |x|/ degGx, by
Proposition 5.5.6 we have

2g(X )− 2 = 2g(X)− 2 +
∑
x

(
1− 1

degGx

)
deg |x|

so

g(X ) = g(X) +
1

2

∑
x

(
1− 1

degGx

)
deg |x| (5.5.10)

where g(X) is the (usual) genus of the coarse space. In particular, g(X ) is a
rational number, but need not be an integer (nor positive).

Remark 5.5.11. The observation that the canonical divisor of the stack records
information about the stacky points was the starting point of this project. For-
mulas like (5.5.10) already show up in formulas for the dimension of spaces of
modular forms, and it is our goal to show that these can be interpreted in a uni-
form way in the language of stacks. In particular, the genus of X is not equal to
dimk H

0(X ,K), and the difference between these two is one of the things makes
the problem interesting.

Remark 5.5.12. Similarly, Riemann–Roch does not hold in the usual sense for
stacky curves, for an obvious reason: the degree of a divisor is generally not an
integer, while the other terms arising in Riemann–Roch are integers. The correct
statement punts to the coarse space: for a divisor D on a stacky curve X ,

dimk H
0(X , D)− dimk H

0(X ,K −D)

= dimk H
0(X, ⌊D⌋)− dimk H

0(X, ⌊K −D⌋)
= deg⌊D⌋+ 1− g(X).

5.6. Canonical ring of a (log) stacky curve

We have finally arrived at the definition of the canonical ring of a stacky curve.

Definition 5.6.1 (Canonical ring). Let D be a Weil divisor on X . We define
the homogeneous coordinate ring RD relative to D to be the ring

RD =

∞⊕
d=0

H0 (X , dD) .

If D = KX is a canonical divisor, then R(X ) = RD is the canonical ring of X .
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Definition 5.6.2 (Log structure). A Weil divisor ∆ on X is a log divisor if
∆ =

∑
i Pi is an effective divisor on X given as the sum of distinct nonstacky

points of X . A log stacky curve is a pair (X ,∆) where X is a stacky curve and
∆ is a log divisor on X .

If D = KX +∆, where ∆ is a log divisor, we say that R(X ,∆) = RD is the
canonical ring of the log stacky curve (X ,∆).

Sometimes, to emphasize we will call the canonical ring of a log curve a log
canonical ring.

Example 5.6.3. Every stacky curve can be considered as a log stacky curve,
taking ∆ = 0.

Remark 5.6.4. Allowing a log structure to be comprised of stacky points would
provide greater generality but the complexity of both the statements and the proofs
increases greatly: see for example O’Dorney [O’D15].

In what follows, we take D to be a (log) canonical divisor with degD > 0, since
otherwise the homogeneous coordinate ring RD is small (as in the case g ≤ 1 in
chapter 2). If X = X is a nonstacky curve, then KX = KX and the notion of
canonical ring agrees with the classical terminology.

Remark 5.6.5. An isomorphism π : X ′ → X of stacky curves induces an
isomorphism RD → Rπ∗(D), given by f 7→ π ◦ f . Similarly, a linear equivalence
D ∼ D′, witnessed by g with div g = D′ −D, induces an isomorphism RD → RD′ ,
given on homogenous elements by f 7→ gdeg ff . In particular, the generic initial
ideal of a canonical ring is independent of both of these.

Our main theorem is an explicit bound on the degree of generation and relations
of the canonical ring R(X ,∆) of a log stacky curve in terms of the signature of
(X ,∆).

Definition 5.6.6. Let (X ,∆) be a tame log stacky curve. The signature of
(X ,∆) is the tuple (g; e1, . . . , er; δ) where g is the genus of the coarse space X,
the integers e1, . . . , er ≥ 2 are the orders of the stabilizer groups of the geometric
points of X with non-trivial stabilizers ordered such that ei ≤ ei+1 for all i, and
δ = deg∆.

We will almost always work with ordered signatures σ = (g; e1, . . . , er; δ) with
e1 ≤ . . . ≤ er, as this is without loss of generality. In certain circumstances, it
will be convenient to relax the condition that ei ≤ ei+1 (for example the inductive
theorems of chapter 8), and in such a case we refer to an unordered signature.

Definition 5.6.7. Let (X ,∆) be a log stacky curve with signature σ =
(g; e1, . . . , er; δ). We define the Euler characteristic of (X ,∆) to be

χ(X ,∆) = −deg (KX +∆) = 2− 2g − δ −
r∑

i=1

(
1− 1

ei

)
and we say that (X ,∆) is hyperbolic if χ(X ,∆) < 0.

Remark 5.6.8. The moduli space of stable elliptic curves M1,1 has a generic
µ2 stabilizer, and so it is not a stacky curve but (as noted earlier) a gerbe over a
stacky curve.
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In general, given a geometrically integral Deligne–Mumford stack X of relative
dimension 1 over a base scheme S whose generic point has a stabilizer of µn, it
follows from work of Abramovich–Olsson–Vistoli [AOV08, Appendix A] that there

exists a stack X(((µn (called the rigidification of X ) and a factorization X
π−→

X(((µn → S such that π is a µn-gerbe and the stabilizer of a point of X(((µn is the
quotient by µn of the stabilizer of the corresponding point of X . Finally, since π
is a gerbe, and in particular étale, this does not affect the sections of the relative
sheaf of differentials or the canonical ring.

Example 5.6.9. If χ(X ,∆) > 0, then degKX < 0 so R(X ,∆) = k (the log
canonical ring is trivial). If χ(X ,∆) = 0, then either the signature is (1;−; 0) and
R(X ,∆) = k (see Example 2.3.1), or g = 0 and by elementary arguments we have
R(X ,∆) ≃ k[x] the polynomial ring in a single element: for further details, see
Lemma 7.1.1.

Lemma 5.6.10. If χ(X ,∆) < 0, then X ≃ ProjR(X ,∆) as schemes.

Proof. By hypothesis we have deg(KX +∆) < 0, so there is a multiple m of
lcm(1, e1, . . . , er) so that m(KX + ∆) = D is a nonstacky, very ample divisor on
X. Then the mth truncation

R(X ,∆)(m) =

∞⊕
d=0

H0(X , dD) = RD

of R(X ,∆) has

ProjR(X ,∆)(m) ≃ ProjR(X ,∆)

(the degree 0 parts are equal, see Eisenbud [Eis95, Exercise 9.5]), ProjRD is an
ordinary projective space, and finally X ≃ ProjRD as D is very ample. □

Remark 5.6.11. It would be desirable to extend Lemma 5.6.10 to an isomor-
phism on the level of stacks by taking a more refined version of the canonical ring
and taking advantage of the stacky structure of the ambient weighted projective
space.

Example 5.6.12. The moduli stack X0(N)k (with gcd(char k,N) = 1) is not
a stacky curve—it has a uniform µ2 stabilizer, as is clear either from either the
moduli interpretation (noting that −1 is an automorphism of every point) or the
construction as the quotient [X(N)k/Γ0(N)] (noting that −I ∈ Γ0(N) acts triv-
ially) as in Deligne–Rapoport [DR73]. Its rigidification X0(N)C((( µ2 is a stacky
curve with signature

(g; 2, . . . , 2︸ ︷︷ ︸
v2

, 3, . . . , 3︸ ︷︷ ︸
v3

; v∞)

where formulas for g, ν2, ν3, ν∞ are classical [Shi71, Proposition 1.43] (the same
formulas hold for X0(N)Fp

with p ∤ 6N , but with a moduli theoretic, rather than
analytic, proof) and X0(N)C(((µ2 is hyperbolic for all values of N . For instance, for
N = 2, 3, 5, 7, 13, the signatures are

(0; 2; 2), (0; 3; 2), (0; 2, 2; 2), (0; 3, 3; 2), (0; 2, 2, 3, 3; 2).
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5.7. Examples of canonical rings of log stacky curves

To conclude this chapter, we exhibit several examples of the structure of the
canonical ring of a stacky curve in genus 1. These are useful to illustrate the arc of
the arguments we will make later as well as important base cases for the purposes
of induction.

Example 5.7.1 (Signature (1; 2; 0)). Let (X ,∆) be a log stacky curve over a
separably closed field k with signature (1; 2; 0) and stacky point Q. Since g = 1,
the canonical divisor KX of the coarse space is trivial, and KX ∈ DivX is thus
the divisor 1

2Q with deg 1
2Q = 1

2 . By Riemann–Roch we have

dimH0(X, ⌊(d/2)Q⌋) = max {⌊d/2⌋, 1} = 1, 1, 1, 1, 2, 2, 3, . . . ;

so any minimal set of generators for the canonical ring must include the constant
function u in degree 1, a function x in degree 4 with a double pole at Q, and an
element y in degree 6 with a triple pole at Q.

We claim that in fact u, x, y generate the canonical ring. The following table
exhibits generators for degrees up to 12.

d deg dKX dimH0(X , dKX ) H0(X , dKX )

0 0 1 1

1 0 1 u

2 1 1 u2

3 1 1 u3

4 2 2 u4, x

5 2 2 u5, ux

6 3 3 u6, u2x, y

7 3 3 u7, u3x, uy

8 4 4 u8, u4x, u2y, x2

9 4 4 u9, u5x, u3y, ux2

10 5 5 u10, u6x, u4y, u2x2, xy

11 5 5 u11, u7x, u5y, u3x2, uxy

12 6 6 u12, u8x, u6y, u4x2, u2xy, x3

In each degree, the given monomials have poles at Q of distinct order and are
thus linearly independent, and span by a dimension count. By GMNT in genus 1
(Lemma 3.1.4), the multiplication map

H0(X , 6KX )⊗H0(X , (d− 6)KX ) → H0(X , dKX )

is surjective for d > 12 (noting that deg nKX ≥ 3 for n ≥ 6), so u, x, and y indeed
generate.

We equip k[y, x, u] with grevlex and consider the ideal I of relations. Since y2

is an element of H0(X , 12KX ), there is a relation f ∈ I expressing y2 in terms
of the generators above with leading term y2. (This is a weighted homogeneous
version of a classical Weierstrass equation.) We claim that the ideal I of relations
is generated by this single relation. Let g ∈ I be a homogenous relation; then
modulo the relation f , we may suppose that g contains only terms of degree ≤ 1 in
y, so that

g(y, x, u) = g0(x, u) + yg1(x, u).
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But then each monomial of g is of the form yaxbuc (where a = 0 or 1), and for
distinct a, b, c these monomials (of the same degree) have distinct poles at Q and
are thus linearly independent. The relation g is thus zero mod f , proving the claim.

Since I is principal, f is a Gröbner basis for I. The above discussion holds for
any choices of u, x, and y with prescribed poles at Q, so in fact the generic initial
ideal is

⟨y2⟩ ⊂ k[y, x, u].

Example 5.7.2 (Signature (1; 3; 0)). With the same setup as Example 5.7.1,
we now have KX = 2

3Q. Since

dimH0(X, ⌊dQ⌋) = max{⌊2d/3⌋, 1} = 1, 1, 1, 2, 2, 3, 4, 4, 5, 6, 6, 7, . . . ,

the canonical ring is minimally generated by the constant function u in degree 1,
an element x in degree 3, and an element y in degree 5, with a single relation in
degree 10 with leading term y2, giving generic initial ideal

⟨y2⟩ ⊂ k[y, x, u].

A full justification can be obtained in a similar manner as Example 5.7.1.

Example 5.7.3 (Signature (1; 4; 0)). With the same setup as Example 5.7.1,
we now have KX = 3

4Q. Since

dimH0(X, ⌊(3d/4)Q⌋) = max{⌊3d/4⌋, 1} = 1, 1, 1, 2, 3, 3, 4, 5, 6, 6, 7, . . . ,

the canonical ring is minimally generated by the constant function u in degree 1,
an element x in degree 3, and an element y in degree 4, with a single relation
Auy2 +Bx3 + . . . in degree 9 with leading term x3 (under grevlex), giving generic
initial ideal

⟨x3⟩ ⊂ k[y, x, u].

A full justification can be obtained in a similar manner as Example 5.7.1.

Example 5.7.4 (Signature (1; e; 0)). Consider now the case of signature (1; e; 0)
with e ≥ 5 and stacky point Q, so that KX = (1 − 1/e)Q. For d = 1, 3, . . . , e, let
xd be any function of degree d with a pole of order d− 1 at Q. Since

dimH0(X, ⌊d(1− 1/e)Q⌋) = max{⌊(e− 1)d/e⌋, 1}
= 1, 1, 1, 2, 3, . . . e− 1, e− 1, e, e+ 1, . . . ,

these elements are necessary to generate the canonical ring.
We claim that these generate the canonical ring. A short proof in the spirit of

the previous examples is to first check generation directly for degree up to e + 3
and then to note that by GMNT, the multiplication map

H0(X , (d− e)KX )⊗H0(X , eKX ) → H0(X , dKX )

is surjective for d > e+ 3 (since deg nKX ≥ 3 for n ≥ 4).
We instead prove a stronger claim, as follows. Let I ⊂ k[xe, . . . , x3, x1] = k[x]

(equipped with grevlex) be the ideal of relations and let R = k[x]/I be the canonical
ring. We claim that R is spanned by all monomials of the form

xa
exjx

b
1, x

a
exe−1x3x

b
1, with a, b ∈ Z≥0, 1 < j < e.

We proceed as follows. The codimension of x1H
0(X , dKX ) ⊂ H0(X , (d+1)KX ))

is 1 unless d is divisible by e− 1. In the first case, comparing poles at Q gives that
H0(X , (d + 1)KX )) is spanned over x1H

0(X , dKX ) by either xa
exj or xa

exe−1x3
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(where a and j are the unique integers such that this monomial is of the correct
degree), and the claim follows by induction.

To access the relations, we begin by noting that a monomial is not in this
spanning set if and only if it is divisible by some xixj ̸= xe−2x3 with 1 < i ≤ j < e.
Since such xixj are also elements of R, for (i, j) ̸= (3, e − 2) there exist relations
fij = xixj +other terms. The initial term of fij is xixj , since every other spanning
monomial of degree i + j is either a minimal generator xk (and, by minimality,
absent from any relation), or of the form xkx1 (and hence not the leading term
under grevlex). The initial ideal is thus

in≺(I) = ⟨xixj : 3 ≤ i ≤ j ≤ e− 1, (i, j) ̸= (3, e− 2)⟩.
Since this argument holds for arbitrary choices of xd (subject to maximality of
− ordQ) and generic xd’s maximize − ordQ, it follows that gin≺(I) = in≺(I).

We have

P (R≥1; t) = t+ (t3 + · · ·+ te) = t+

e∑
i=2

ti

and (when e ≥ 5, at least) we have

P (I; t) = −te−1 +
∑

3≤i≤j≤e−1

ti+j .

By induction, one can prove that∑
0≤i≤j≤m

ti+j =
∑

0≤i≤2m

min (⌊i/2⌋+ 1,m+ 1− ⌈i/2⌉) ti. (5.7.5)

Therefore

P (I; t) = −te−1 + t6
∑

0≤i≤j≤e−4

ti+j

= −te−1 +
∑

0≤i≤2(e−4)

(min (⌊i/2⌋, (e− 4)− ⌈i/2⌉) + 1) ti+6

= −te−1 +
∑

6≤i≤2(e−1)

min (⌊i/2⌋ − 2, e− ⌈i/2⌉) ti.

We record a particular consequence of the preceding example which we will use
later as a basis for induction.

Corollary 5.7.6. Let X be a stacky curve with signature (1; e; 0) with e ≥ 2.
Then the canonical ring R(X ) is generated in degrees at most 3e with relations
of degree at most 6e. If e ≥ 5, then R(X ) is generated in degrees at most e with
relations of degree at most 2e.

Proof. Immediate from Example 5.7.4. □

Example 5.7.7 (Signature (1; 2, 2; 0)). Now consider a stacky curve with sig-
nature (1; 2, 2; 0). Then the canonical divisor is now of the form D = 1

2Q1 +
1
2Q2

for stacky points Q1, Q2. Since

dimH0(X, ⌊dD⌋) = max {2⌊d/2⌋, 1} = 1, 1, 2, 2, 4, 4, 6, 6, 8, . . . ,

the canonical ring R is minimally generated by elements u, x, y in degrees 1, 2, 4.
Consider k[y, x, u] equipped with grevlex. The subring R(2) of even degree elements
is the log canonical ring of the divisor Q1 + Q2. Applying the degD = 2 case of
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section 4.3 gives that R(2) is generated by x and y with a single relation in degree 8
with leading term y2, and arguing as in the above examples gives that this relation
also generates the ideal of relations of R. This embeds the curve into P(4, 2, 1); the
above discussion holds for any choices of u, x, y with prescribed poles, and so holds
for generic choices; the generic initial ideal is thus

gin≺(I) = ⟨y2⟩ ⊂ k[y, x, u].

Example 5.7.8 (Signature (1; 2, 3; 0)). Now consider a stacky curve with sig-
nature (1; 2, 3; 0). The canonical divisor is now of the form D = 1

2Q1 + 2
3Q2 for

stacky points Q1, Q2. Since

dimH0(X, ⌊dD⌋) = 1, 1, 2, 3, 4, 5, 7, 7, 9, . . .

the canonical ring R is minimally generated by elements u, x, z in degrees 1, 2, 3.
We can bootstrap from Example 5.7.7 as follows. Let D′ = 1

2Q1 +
1
2Q2. Then,

since D′ ≤ D, RD′ is a subring of RD, and by Example 5.7.7, RD′ is generated by
elements y, x, u of degrees 4, 2, 1, and admits a single relation with leading term y2.
Arguing as in the previous examples (via GMNT), RD is generated over RD′ by
a single element z of degree 3. Moreover, we can choose z to satisfy uz = y. We
conclude that RD is generated by elements z, x, u of degrees 3, 2, 1, and admits a
single relation beginning with terms (zu)2 − x4 after rescaling x, and with leading
term (under grevlex) x4.

Example 5.7.9 (Signature (1; 2, 2, 2; 0)). For signature (1; 2, 2, 2; 0), the canon-
ical divisor is now of the form D = 1

2Q1 +
1
2Q2 +

1
2Q3. Since

dimH0(X, ⌊dD⌋) = max {3⌊d/2⌋, 1} = 1, 1, 3, 3, 6, 6, 9 . . . ,

R is minimally generated by the constant function u in degree 1 and functions x1, x2

in degree 2. Applying the degD = 3 case of section 4.3 to the subring R(2) gives a
single relation in degree 6 with leading term x3

1, and the generic initial ideal (with
respect to grevlex) is thus

gin≺(I) = ⟨x3
1⟩ ⊂ k[x1, x2, u]

in analogy with Example 5.7.7.

These example signatures are listed in Table (III) in the Appendix and will
partly form the basis of a later inductive argument.



CHAPTER 6

Rings of modular forms

In this chapter, we define the stacky curve X associated to the orbifold quotient
of the upper half-plane by a Fuchsian group Γ and relate the ring of modular
forms on Γ to the canonical ring of X . See work of Behrend and Noohi [BN06]
for further discussion of the analytic theory (and in particular uniformization) of
complex orbifold curves.

6.1. Orbifolds and stacky Riemann existence

In this section, we briefly define orbifolds. References on orbifolds include
work of Scott [Sco83, §§1–2], Adem–Leida–Ruan [ALR07, Chapter 1], Gordon
[Gor12], and the lucky last chapters in the books by Thurston [Thu97, Chapter
13] and Ratcliffe [Rat06, Chapter 13]. For the categorical perspective of orbifolds
as groupoids, see Moerdijk [Moe02] and Moerdijk–Pronk [MP97].

Definition 6.1.1. A complex 1-orbifold (or complex orbifold curve) is a smooth
proper connected Deligne–Mumford complex analytic stack of dimension 1 that
contains a dense open subvariety.

For a hands-on definition that gives an equivalent definition of a complex 1-
orbifold in terms of orbifold charts—namely as a compact Hausdorff space equipped
with complex 1-orbifold atlas up to equivalence, locally modelled by the quotient
of C by a finite group acting holomorphically—see Adem–Leida–Ruan [ALR07,
Definition 1.1, §1.4].

A finite group acting holomorphically on C is necessarily cyclic, so the stabilizer
group of any point of a complex 1-orbifold is cyclic.

Example 6.1.2. A complex 1-orbifold is a Riemann surface if and only if the
dense open subvariety is the entire orbifold if and only if every point has trivial
stabilizer [ALR07, §1.3].

Remark 6.1.3. Some authors refer to our notion of complex orbifold curves
as being reduced, as we do not allow a generic stabilizer. (If the generic point has
nontrivial stabilizer, then it can instead be considered as a gerbe over an associated
complex orbifold curve.)

Example 6.1.4. Let Γ ≤ PSL2(R) be a Fuchsian group with finite coarea,
i.e. the quotient X = Γ\H(∗) has finite area. Then X has the structure of a
complex orbifold curve and the normalized area of X is equal to the orbifold Euler
characteristic (Definition 5.5.8): if X has signature (g; e1, . . . , er; 0) then

A(X) = degKX = 2g − 2 +

r∑
i=1

(
1− 1

ei

)
.

65
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Remark 6.1.5 (Orbifolds are natural). Let X be a complex orbifold curve and
let Z be the finite set of points with nontrivial group action. Then X ∖ Z is a
Riemann surface, and there is a unique way to complete X ∖ Z into a (compact,
connected) Riemann surface XM ⊇ X ∖ Z. In this monograph, we specifically do
not want to perform this procedure on X, as it changes the notion of holomorphic
function in the neighborhood of a point with nontrivial group action and thereby
will affect the canonical ring, as explained in the introduction. Instead, we allow
X to retain its natural structure as an orbifold.

The original statement of Riemann existence, in its modern formulation, im-
plies an equivalence of categories between nonsingular projective (algebraic) curves
over C and compact, connected Riemann surfaces; a morphism of curves corre-
sponds to a holomorphic map between compact Riemann surfaces; see Harbater
[Har16] for history and references to modern proofs. The functor from curves to
Riemann surfaces is complex analytification X 7→ Xan, and this functor is fully
faithful and essentially surjective, furnishing the equivalence of categories. This
analytification functor extends to stacks by Behrend–Noohi [BN06, Section 3.3],
giving the following result (see Noohi [Noo05, Theorem 20.1] for a sketch).

Proposition 6.1.6 (Stacky Riemann existence). There is an equivalence of
categories between stacky curves over C and complex orbifold curves.

Proof. Our first task is to show that the analytification functor X 7→ X an

from stacky curves over C to complex orbifold curves is essentially surjective. Let
X be a complex orbifold curve. Behrend–Noohi [BN06, Propositions 7.5–7.6]

(recalling Remark 6.1.3) show that X is of the form X = [X̃ /Γ] where Γ = π1X

is the universal orbifold covering group and X̃ is the universal orbifold cover,
isomorphic to

X̃ =


F(n,m), if χ(X ) > 0, for some n,m ≥ 1;

C, if χ(X ) = 0;

H, if χ(X ) < 0;

where F(n,m) is the football defined in Example 5.3.14.
Suppose first that χ(X ) ≤ 0 (i.e., X is hyperbolic or Euclidean). Then it is

classical that Γ is a discrete group acting properly on X̃ . Moreover there exists

a finite index, normal subgroup ∆ ⊴ Γ acting freely on X̃ so that by Riemann
existence there exists a complex curve Y such that ∆\H = Y (C). The finite
group G = Γ/∆ acts on Y and X ≃ [Y/G]an as a complex orbifold curve (as in
Behrend–Noohi [BN06, Corollary 7.7]).

Suppose second that χ(X ) > 0 (i.e., X is spherical). Then X̃ is the an-
alytification of a weighted projective line P(n,m) (defined in Example 5.3.13,
with gcd(n,m) = 1 by Example 5.3.14) and Γ is a finite (cyclic) group, so X ≃
[P(n,m)/Γ]an as stacky curves.

Putting these two paragraphs together, we see that the analytification functor
is essentially surjective.

In a similar way, we show that analytification is fully faithful. Let f : X → X ′

be a morphism of complex orbifold curves. Gluing, we may work Zariski locally
on X and X ′, so we may suppose that X = [Y/G]an is the analytification of the
quotient of a (not necessarily compact) Riemann surface by a finite group G and
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similarly for X ′ = [Y ′/G′]. (Indeed, by the above, we may do this globally unless
X or X ′ is a football, in which case it suffices to consider the Zariski neighborhoods
where one or the other stacky point is removed.) But then by the definition of
morphism of orbifolds, the map f arises from G,G′-invariant morphism of Riemann
surfaces, which by classical Riemann existence arises from a unique morphism of
the corresponding complex curves; this map of curves remains invariant under the
finite groups G,G′, so gives a map of stacky curves. By uniqueness, these maps
glue together, completing the proof. □

See Noohi [Noo05, §20] for a more general construction of the analytification
functor.

6.2. Modular forms

We now relate spaces of modular forms to sections of a line bundle in the
standard way, for completeness.

Let Γ ≤ PSL2(R) be a Fuchsian group with finite coarea. Let

C = C(Γ) = {z ∈ P1(R) : γz = z for some γ ∈ Γ with | tr γ | = 2};

the set of Γ-equivalence classes in C is called the set of cusps of Γ. We have C ̸= ∅ if
and only if Γ is not cocompact, and in this case we let H∗ = H∪C. To uniformize
notation, let H(∗) be either H or H∗ according as Γ is cocompact or not, so that
X = Γ\H(∗) is always compact.

A modular form for Γ of weight k ∈ Z≥0 is a holomorphic function f : H → C
such that

f(γz) = (cz + d)kf(z) for all γ = ±
(
a b
c d

)
∈ Γ (6.2.1)

and such that the limit limz→c f(z) exists for all cusps c ∈ C, where for z = ∞ we
take only those limits within a bounded vertical strip. Let Mk(Γ) be the C-vector
space of modular forms for Γ of weight k.

Suppose k is even. From the calculation

d

dz

(
az + b

cz + d

)
=

1

(cz + d)2

when ad− bc = 1, we see that f satisfies (6.2.1) if and only if

f(γz) d(γz)⊗k/2 = f(z) dz⊗k/2

for all γ ∈ Γ. Moreover, if the cusp c ∈ C is fixed by an element γ ∈ Γ with
| tr γ | = 2, then conjugating we may assume γ(z) = z + µ for some µ ∈ R ∖ {0}
and c = ∞, and letting q = exp(2πiz/µ), we have

f(z) dz⊗k/2 = f(q)

(
µ

2πi

dq

q

)⊗k/2

=
( µ

2πi

)k/2 f(q)

qk/2
dq⊗k/2

when k is even. Therefore we have an isomorphism

Mk(Γ) → H0(X,Ω1(∆)⊗k/2)

f(z) 7→ f(z) dz⊗k/2
(6.2.2)

of C-vector spaces, where ∆ is the log divisor of Γ-equivalence classes of cusps.
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Using Proposition 6.1.6, we define the stacky curve X = X (Γ) over C to be the
algebraization of the compactified orbifold quotient X = Γ\H(∗). We summarize
the above in the following lemma.

Lemma 6.2.3. We have a graded isomorphism of C-algebras⊕
k∈2Z≥0

Mk(Γ) ≃ R(X (Γ),∆)

induced by (6.2.2).

Note that in Lemma 6.2.3, modular forms of even weight k = 2d correspond to
elements of the canonical ring in degree d. For forms of odd weight, see chapter 10.

Remark 6.2.4 (Forms of half-integral weight). Our results do not extend to
the case of half-integral weight modular forms, at least in this straightforward way.

Remark 6.2.5 (Relation to moduli problem). Let Γ0(N) ≤ PSL2(Z) be the
usual congruence subgroup of level N ≥ 1. The quotient X0(N) = Γ0(N)\H∗

parametrizes generalized elliptic curves equipped with a cyclic N -isogeny. The
Deligne–Mumford stack M0(N) which represents the corresponding moduli prob-
lem is not quite a stacky curve, as every point (including the generic point) has
nontrivial stabilizer (containing at least {±1}). That is to say, M0(N) is a Z/2Z
gerbe over the stacky curve X 0(N) associated to the orbifold X0(N). The relative
sheaf of differentials of M0(N) → X 0(N) is zero as this map is étale, so there is a
natural identification between the canonical divisor on M0(N) and the pullback of
the canonical divisor on X 0(N). By Alper [Alp13, Proposition 4.5 and Remark
7.3], the two canonical sheaves and their tensor powers have global sections that
are naturally identified, so the canonical rings are isomorphic.



CHAPTER 7

Canonical rings of log stacky curves: genus zero

We now begin the proof of our main theorem, giving an explicit presentation (in
terms of the signature) for the canonical ring R(X ,∆) of a log stacky curve (X ,∆)
over a field k. In this chapter, we treat in general the most involved case: where
the curve has genus zero. From toric considerations, we give a uniform method to
present the canonical ring of such a curve; in brief, we consider a deformation from
a monoid algebra. This method has many pleasing properties, but unfortunately
it does not always give a presentation with a minimal set of generators—so we
also prove a “simplification” proposition which allows us to reduce the degrees of
generators.

Throughout this chapter, let (X ,∆) be a tame, separably rooted log stacky
curve over a field k (for definitions, see section 5.1) and let X be the coarse space of
X . Suppose that X has genus zero, and let σ = (0; e1, . . . , er; δ) be the signature
of (X ,∆). Let KX be the canonical divisor on X and K the canonical divisor on
X (Definition 5.5.4).

7.1. Toric presentation

To understand the canonical ring, we consider spanning sets of functions whose
divisors have the same support as the canonical divisor; our description is then
given in toric (combinatorial) terms.

Let

D = KX +∆ = K +

r∑
i=1

(
1− 1

ei

)
Pi +∆

where ∆ =
∑δ

j=1 Qj is the log divisor. If r = δ = 0, then we are in the classical
case, so we may suppose that r > 0 or δ > 0.

We suppose now that X(k) ̸= ∅ (and hence X ≃ P1) so we may choose K =
−2∞ with ∞ ∈ X(k) ∖ {Pi, Qj}i,j . We may need to extend k in order to achieve
this, but our final theorem (degrees of generators and relations, generic initial ideal)
can be computed over the separable closure k (see Remark 2.2.8), so this assumption
comes without loss of generality.

If deg(D) < 0, then the canonical ring R = RD = k is trivial, generated in
degree 0. If deg(D) = 0, then deg(dD) = 0 for all d ∈ Z≥0 and so deg⌊dD⌋ ≤ 0 with
equality if and only if e = lcm(ei) | d. So R ≃ k[u] is generated in degree e (and
ProjR = Spec k is a single point). The cases with deg(D) = 0 can be determined
by the formula

deg(D) = −2 + δ +

r∑
i=1

(
1− 1

ei

)
;
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Immediately, we see δ ≤ 2. If δ = 2 then r = 0 and we are back in the log classical
case (chapter 4). If δ = 1 then σ = (0; 2, 2; 1); if δ = 0 then

σ = (0; 2, 2, 2, 2; 0), (0; 2, 3, 6; 0), (0; 3, 3, 3; 0), (0; 2, 4, 4; 0)

by elementary arguments. In all of these cases, e = lcm(ei) = max(ei), and we have
proven the following easy case of our main result.

Lemma 7.1.1. If deg(D) = 0, then the canonical ring is generated by a single
element in degree e = max(ei), with no relations.

So from now on in this chapter, we assume degD > 0. For d ∈ Z≥0, let

Sd = {f ∈ H0(X , dD) : supp div f ⊆ suppD}
be those functions in degree whose zeros and poles are constrained to lie in the
support of D. Let S =

⋃∞
d=0 Sd (a disjoint union). For each d, the set Sd spans

H0(X , dD) by Riemann–Roch—but in general, it is far from forming a basis.
Given f ∈ Sd with

div f = a∞+

r∑
i=1

aiPi +

δ∑
j=1

bjQj

and a, ai, bj ∈ Z, we associate the support vector

µ(f) = (d, a; a1, . . . , ar; b1, . . . , bδ) ∈ Zn

where n = 2 + r + δ. Let

◊R =

(d, a; a1, . . . , ar; b1, . . . , bδ) ∈ Rn :

0 = a+
∑

iai +
∑

jbj ,

d ≥ 0, a ≥ 2d,

ai ≥ −(1− 1/ei)d, 1 ≤ i ≤ r,

and bj ≥ −d, 1 ≤ j ≤ δ

 (7.1.2)

and let
◊ = ◊R ∩ Zn.

The inequalities defining ◊R arise from the relation

◊ = {µ(f) : f ∈ S}
which is immediate from the definition; the map µ : S → ◊ is then a bijection of
sets. Let f : ◊ → S denote a right inverse to µ (a helpful abuse of notation).

The cone ◊R is the intersection of the sum zero hyperplane with the cone in Rn

over the set of row vectors of the (n− 1)× (n− 1) diagonal matrix with diagonal

(2,−(1− 1/e1), . . . ,−(1− 1/er),−1, . . . ,−1).

As such, the set ◊ is a commutative monoid and, since ◊R is defined by inequalities
with rational coefficients, ◊ is finitely generated.

In order to come closer to a basis, and to tidy up the dangling factor 2d, define

π : Rn → R2

(d, a; ai; bj) 7→ (d, a− 2d)
(7.1.3)

(factoring through projection onto the first two coordinates, then shifting). Let

A = −2 + δ +

r∑
i=1

(
1− 1

ei

)
> 0; (7.1.4)
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by Proposition 5.5.6, we have A = degD is the negative Euler characteristic of
(X,∆) (and equal to the area of the corresponding quotient of the upper half-plane,
in the case k = C). We define

ΠR = π(◊R) =
{
(d, a) ∈ R2 : d ≥ 0 and 0 ≤ a ≤ dA

}
. (7.1.5)

Similarly,

Π = π(◊) =
{
(d, a) ∈ Z2 : d ≥ 0 and 0 ≤ a ≤ deg⌊dD⌋

}
(7.1.6)

from (7.1.2).

Remark 7.1.7. Note that in general we do not have Π = ΠR∩Z2: for example,
we have (1, 2) ∈ ΠR ∩ Z2 but ◊1 = ∅ when δ ≤ 1.

Proposition 7.1.8. Let ν1, . . . , νs generate Π, and let νi = π(µi) for some
µi ∈ ◊. Then f(µ1), . . . , f(µs) generate RD.

Proof. Let d ≥ 0. We show that the set of monomials in f(µ1), . . . , f(µs)
that belong to H0(X , dD) in fact span H0(X , dD). If H = H0(X , dD) ⊆ {0},
there is nothing to show, so suppose m = deg⌊dD⌋ ≥ 0 so dimH = m+1 ≥ 1. Let

Ha = {f ∈ H : ord∞ f ≥ a}
for a ∈ Z. Then by Riemann–Roch, we have a filtration

{0} = H2d−1 ⊊ H2d ⊊ H2d+1 ⊊ · · · ⊊ H2d+m = H

with graded pieces dimHa = dimHa+1 + 1 for 2d ≤ a ≤ 2d +m. In particular, it
suffices to show that there exists a monomial g in f(µi) of degree d with ord∞ g = a
in the range 2d ≤ a ≤ 2d+m. But then (d, a) ∈ Π by definition, and by assumption
ν1, . . . , νs generate Π, so the result follows. □

Let νi = π(µi) and f(µi) for i = 1, . . . , s be as in Proposition 7.1.8, so that
RD is generated (as a k-algebra) by {f(µi)}i. (These functions depend on a choice
of µi so are not necessarily unique even up to multiplication by k×; however, it
will turn out that what we compute of the canonical ring will not depend on this
choice.) Define a polynomial ring k[xνi

]i = k[x]ν⃗ for each νi = (di, ai), ordered with
xd,a ≻ xd′,a′ if and only if

d > d′ or (d = d′ and a < a′),

and equip k[x]ν⃗ with the associated grevlex term ordering ≺.
We have a surjective map

k[x]ν⃗ = k[xνi
]i → RD

xνi
7→ f(µi)

(7.1.9)

with graded kernel I, so that k[xνi
]i/I ≃ RD.

We describe now a generating set for I that forms a Gröbner basis with respect
to the term ordering ≺. Let T be a minimal generating set of monoidal relations
for Π. Then T is a finite set, say #T = t, and every element of T for j = 1, . . . , t
is of the form

n[j],1ν1 + · · ·+ n[j],sνs = n′
[j],1ν1 + · · ·+ n′

[j],sνs (7.1.10)

or written in multi-index notation, with n⃗[j], n⃗
′
[j] ∈ Zs

≥0,

n⃗[j] · ν⃗ = n⃗′
[j] · ν⃗.
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For every such relation (7.1.10), let

h[j] = xn⃗[j] = x
n[j],1
ν1 · · ·xn[j],s

νs and h′
[j] = xn⃗′

[j]

be the corresponding monomials in k[x⃗] and

f[j] = f(n⃗[j] · µ⃗) and f ′
[j] = f(n⃗′

[j] · µ⃗)
be the corresponding functions in RD. Without loss of generality, we may assume
h[j] ≻ h′

[j].

By definition, the functions f[j] and f ′
[j] both have the same multiplicity

ord∞ f[j] = ord∞ f ′
[j] = a

at ∞, so there exists a unique c′[j] ∈ k× such that

ord∞(f[j] − c′[j]f
′
[j]) > a

(extra zero), and consequently we may write

f[j] = c′[j]f
′
[j] +

∑
m⃗

cm⃗,[j]f(m⃗ · µ⃗) ∈ H0(X , dD)

with ord∞ f(m⃗ · µ) > a for all m⃗ in the sum. Let

G =

{
h[j] − c′[j]h

′
[j] −

∑
m⃗

cm⃗,[j]x
m⃗ : j = 1, . . . , t

}
⊂ I

be the set of such relations in k[x⃗].

Proposition 7.1.11. The set G is a Gröbner basis for I with respect to ≺,
with initial ideal

in≺(G) = ⟨h[j]⟩j = in≺(I).

Proof. Since I is graded and the term ordering is compatibly graded, it is
enough to verify the assertion in each degree, so let d ∈ Z≥0. Let g =

∑
m⃗ cm⃗xm⃗ ∈ I

with each cm⃗ ̸= 0 and suppose∑
m⃗

cm⃗f(m⃗ · µ⃗) = 0 ∈ H0(X , dD).

Let xn⃗ = in≺ g be the leading monomial of g; by induction using ≺, it suffices to
show that xn⃗ is divisible by h[j] for some j. By the ultrametric inequality, there
exists n⃗′ with cn⃗′ ̸= 0 such that

ord∞ f(n⃗ · µ⃗) = ord∞ f(n⃗′ · µ⃗)

and without loss of generality we may assume xn⃗ ≻ xn⃗′
. But then n⃗ · ν⃗ = n⃗′ · ν⃗ is

a relation in Π, and consequently it is obtained from a generating relation (7.1.10)
of the form n⃗[j] · ν⃗ = n⃗′

[j] · ν⃗ for some j. This implies that xn⃗ is divisible by xn⃗[j] ,

as desired. □

Remark 7.1.12. Proposition 7.1.11 has the satisfying property that it arises
very naturally from toric considerations, and so from the perspective of flat families,
moduli, and conceptual simplicity of presentation it seems to provide a valuable
construction. However, we will see below that this presentation is not minimal, so
our work is not yet done; our major task in the rest of the chapter is to look back
at the polytope ◊ and choose a toric basis more carefully so as to find a minimal
set of generators.
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Remark 7.1.13. We have seen that the canonical ring is a subalgebra of the
monoid ring over π(◊). However, it is not clear that this observation gives any
further information than working directly with the monoid defined in (7.1.6), as we
have done above.

7.2. Effective degrees

It follows from Propositions 7.1.8 and 7.1.11 that a presentation and Gröbner
basis for RD is given in terms of generators and relations for the monoid Π. In this
section, we project further, and show that show that aside from certain families of
signatures, this one-dimensional projection admits a simple description. When this
projection is large, we can induct, and we will consider this in the next section.

Definition 7.2.1. Let D be a divisor on X . The effective monoid of D is the
monoid

Eff(D) = {d ∈ Z≥0 : deg⌊dD⌋ ≥ 0}.

Definition 7.2.2. The saturation for a monoid M ⊆ Z≥0, denoted sat(M), is
the smallest integer s such that M ⊇ Z≥s, if such an integer exists.

As in the previous section, we write D = KX + ∆ with A = degD > 0 as
in (7.1.4). The structure of the monoid Eff(D) depends only on the signature
σ = (0; e1, . . . , er; δ) of X , so we will sometimes abbreviate Eff(σ) = Eff(D) where
D = KX +∆.

From our hypothesis that A > 0 we conclude that r + δ ≥ 3, where as usual
δ = deg∆.

With the notion of saturation, we can provide an upper bound on the degrees
of generators and relations for a toric presentation as in the previous section.

Proposition 7.2.3. Let (X ,∆) be a tame, separably rooted log stacky curve
with signature σ = (0; e1, . . . , er; δ). Let m = lcm(1, e1, . . . , er) and let s be the
saturation of Eff(D), where D = KX + ∆. Then the canonical ring R of (X ,∆)
is generated by elements of degree at most m+ s with relations of degree at most
2(m+ s).

Proof. By Propositions 7.1.8 and 7.1.11, it suffices to prove that the monoid
Π defined in (7.1.6) is generated by elements (d, a) in degree d ≤ m + s and the
monoid of relations is generated by elements (7.1.10) expressing an equality in
degree d ≤ 2(m+ s).

First we prove the statement about generators. Let ν = (d, a) ∈ Π, so

0 ≤ a ≤ deg⌊dD⌋. (7.2.4)

We endeavor to subtract off a lattice point along a ray with slope A = degD. To
this end, let

a0 = min(a,mA).

Then 0 ≤ a0 ≤ mA = degmD = deg⌊mD⌋, so (m, a0) ∈ Π.
Suppose that d−m ≥ s. We claim that (d, a)− (m, a0) = (d−m, a− a0) ∈ Π.

We have two cases to consider in the min. First suppose that a0 = a: then

a− a0 = 0 ≤ deg⌊(d−m)D⌋ (7.2.5)

precisely because d−m ≥ s. Second suppose that a0 = mA ≤ a; then

0 ≤ a− a0 = a−mA ≤ deg⌊dD⌋ − degmD = deg⌊(d−m)D⌋. (7.2.6)
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In both cases, the claim holds. In fact, we have shown that

Π = Π≤m+s + Z≥0Πm. (7.2.7)

The statement about relations is a consequence of (7.2.7), as follows. First,
we have the usual scroll relations in degree 2m among the elements Πm, since the
Veronese embedding associated to the degree m subring

⊕∞
d=0 Rdm is a rational

normal curve. In particular, we have

Z>0Πm = Πm + Z>0(m, 0) + Z>0(m,mA). (7.2.8)

Thus

Π≤m+s +Π≤m+s ⊆ Π≤m+s +Πm + Z≥0(m, 0) + Z≥0(m,mA) (7.2.9)

and these relations can be expressed in degree ≤ 2(m + s). Therefore, given any
element of Π, we use the relations (7.2.9) to rewrite the element using the reduction
procedure above, resulting in a sum as in (7.2.7); moreover, from the scroll relations
(7.2.8), the sum in Z≥0Πm can be written uniquely. This says that given any
relation among the generators, both sides can be reduced to a the same unique
form, and so this relation can be obtained from these relations, as claimed. □

Proposition 7.2.3 is not best possible, but it shows that the saturation of the
effective monoid plays a role in understanding toric presentations as above. The
following proposition characterizes those signatures for which the saturation is com-
plicated enough to require separate investigation.

Proposition 7.2.10. We have Eff(D) = Eff(σ) = Z≥0 if and only if δ ≥ 2.
If δ ≤ 1, then Eff(D) = {0} ∪ Z≥2 is generated by 2 and 3 and has saturation 2
except for the following signatures σ:

(i) (0; e1, e2, e3; 0), with e1, e2, e3 ≥ 2;
(ii) (0; 2, 2, 2, e4; 0) with e4 ≥ 3; or
(iii) (0; 2, 2, 2, 2, 2; 0).

Proof. We have ⌊D⌋ = KX +∆, so deg⌊D⌋ ≥ 0 if and only if δ ≥ 2. We have

2D = 2KX + 2∆+

r∑
i=1

2

(
1− 1

ei

)
Pi

so

⌊2D⌋ = 2KX + 2∆+
∑
i

Pi

and hence deg⌊2D⌋ = −4 + 2δ + r ≥ 0 except when (δ = 0 and r ≤ 3) or (δ = 1
and r ≤ 1); but since A > 0, we can only have δ = 0 and r = 3, in which case we
are in case (i). Similarly, we have

deg⌊3D⌋ = −6 + 3δ +#{ei : ei = 2}+ 2#{ei : ei > 2} ≥ 0

whenever δ > 0 or r ≥ 6 or (r ≥ 5 and not all ei = 2) or (r = 4 and at least two
ei > 2), leaving only the two cases (ii) and (iii). So outside cases (i)–(iii), we have
Eff(D) = Z≥0 ∖ {1}, which is generated by 2 and 3. □

For the remaining cases, we must calculate the degrees explicitly, and we do so
in the following proposition.
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Proposition 7.2.11. The monoid Eff(σ) is generated in degrees according to
the following table:

Signature σ Eff(σ) Generators Saturation

(0; 2, 3, 7; 0) 6, 14, 21 44
(0; 2, 3, 8; 0) 6, 8, 15 26
(0; 2, 3, 9; 0) 6, 8, 9 20
(0; 2, 3, 10; 0) 6, 8, 9, 10 14
(0; 2, 3, 11; 0) 6, 8, 9, 10, 11 14
(0; 2, 3, 12; 0) 6, 8, 9, 10, 11 14

(0; 2, 3, e ≥ 13; 0) 6, 8, 9, 10, 11, 13 8
(0; 2, 4, 5; 0) 4, 10, 15 22
(0; 2, 4, 6; 0) 4, 6, 11 14
(0; 2, 4, 7; 0) 4, 6, 7 10
(0; 2, 4, 8; 0) 4, 6, 7 10

(0; 2, 4, e ≥ 9; 0) 4, 6, 7, 9 6
(0; 2, 5, 5; 0) 4, 5 12
(0; 2, 5, 6; 0) 4, 5, 6 8
(0; 2, 6, 6; 0) 4, 5, 6 8

(0; 2, e2 ≥ 5, e ≥ 7; 0) 4, 5, 6, 7 4
(0; 3, 3, 4; 0) 3, 8 14
(0; 3, 3, 5; 0) 3, 5 8
(0; 3, 3, 6; 0) 3, 5 8

(0; 3, 3, e ≥ 7; 0) 3, 5, 7 5
(0; 3, 4, 4; 0) 3, 4 6
(0; 4, 4, 4; 0) 3, 4 6

(0; e1 ≥ 3, e2 ≥ 4, e3 ≥ 5; 0) 3, 4, 5 3
(0; 2, 2, 2, 3; 0) 2, 9 8
(0; 2, 2, 2, 4; 0) 2, 7 6

(0; 2, 2, 2, e ≥ 5; 0) 2, 5 4
(0; 2, 2, 2, 2, 2; 0) 2, 5 4

Proof. The proof requires checking many cases. We illustrate the method
with the signatures (0; 2, 3, e3; 0) as these are the most difficult; the method is
algorithmic in nature, and we computed the table above.

Suppose X has signature (0; 2, 3, e3; 0). Then since, deg(KX ) = 1 − 1/2 −
1/3− 1/e3 > 0, we must have e3 ≥ 7. We compute that

deg⌊dD⌋ = −2d+

⌊
d

2

⌋
+

⌊
2d

3

⌋
+

⌊
d

(
1− 1

e3

)⌋
and when deg⌊dD⌋ ≥ 0, dimH0(X, ⌊dD⌋) = deg⌊dD⌋+ 1.

Suppose e3 = 7. (This special case corresponds to degrees of invariants associ-
ated to the Klein quartic; see Elkies [Elk99].) We compute directly that

Eff(σ) = {0, 6, 12, 14, 18, 20, 21, 24, 26, 27, 28, 30,
32, 33, 34, 35, 36, 38, 39, 40, 41, 42, 44, . . .}.

Staring at this list, we see that the generators 6, 14, 21 are necessary. To be sure
we have the rest, we use the solution to the postage stamp problem: if a, b are
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relatively prime, then every integer ≥ (a−1)(b−1) can be written as a nonnegative
linear combination of a, b. Thus every integer ≥ 338 = (14 − 1)(27 − 1) is in the
monoid generated by 14, 27, and we verify that Eff(σ) ∩ [0, 338] is generated by
6, 14, 21.

In a similar way, we verify that the generators are correct for the signatures
(0; 2, 3, e; 0) with 8 ≤ e ≤ 12.

Now suppose that e ≥ 13. Taking e = 13, and noting that the degree of ⌊dD⌋
can only go up when e is increased in this range, we see that

Eff(σ) ⊇ {0, 6, 8, 9, 10, 11, 13, 14, 15, 16, . . .}.
But by the above, every integer ≥ (6− 1)(11− 1) = 50 is in the monoid generated
by 6, 11, and again we verify that Eff(σ) ∩ [0, 50] is generated by 6, 8, 9, 10, 11, 13,
as claimed. □

Definition 7.2.12. We say that σ′ is a subsignature of σ if g′ = g, δ′ = δ,
r′ < r and e′i = ei for all i = 1, . . . , r′.

To conclude this chapter, for the purposes of induction we will also need to
characterize those signatures for which every subsignature belongs to the above
list.

Lemma 7.2.13. Let σ = (0; e1, . . . , er; δ) be such that A(σ) > 0 and r ≥ 1.
Then there is a subsignature σ′ with Eff(σ′) ⊇ Z≥2 (and δ′ = δ) unless σ is one of
the following:

(i) (0; e1, e2; 1) with ei ≥ 2 (and 1− 1/e1 − 1/e2 > 0);
(ii) (0; e1, e2, e3; 0), with ei ≥ 2 (and 1− 1/e1 − 1/e2 − 1/e3 > 0);
(iii) (0; e1, e2, e3, e4; 0), with ei ≥ 2 (and e4 ≥ 3);
(iv) (0; 2, 2, 2, 2, e5; 0), with e5 ≥ 2; or
(v) (0; 2, 2, 2, 2, 2, 2; 0).

The parenthetical conditions in the cases listed in Lemma 7.2.13 give the con-
ditions so that A > 0, so the canonical ring is nontrivial.

Proof. By Proposition 7.2.10, we have the following: if δ ≥ 2, we can remove
any stacky point, and if δ = 1, we can remove a stacky point unless r = 2. This gives
case (i). So we may assume δ = 0. If r ≤ 3, then already Eff(σ′) is too small, and
this gives case (ii) as in Proposition 7.2.10. If r = 4, then any subsignature belongs
to case (ii), so this gives case (iii). If r = 5, then there is only a problem if σ =
(0; 2, 2, 2, 2, e5; 0) with e5 ≥ 2, since otherwise we could remove a stacky point with
order 2, giving case (iv). If r = 6, there is only a problem if σ = (0; 2, 2, 2, 2, 2, 2; 0),
giving case (v), and if r ≥ 7, we can remove any stacky point. □

7.3. Simplification

We return to the toric presentation and Gröbner basis given in section 7.1,
which need not be minimal. In this section, we give a method for minimizing the
number of generators. We will use an effective version of the Euclidean algorithm
for polynomials, as follows.

Lemma 7.3.1. Let a1(t), . . . , as(t) ∈ k[t] have gcd(a1(t), . . . , as(t)) = g(t) ̸= 0.
Then for all

d ≥ −1 + max
i,j

deg lcm(ai(t), aj(t)), (7.3.2)
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we have
s∑

i=1

ai(t) · k[t]≤d−deg ai
= g(t) · k[t]≤d−deg g.

The ideal of k[t] generated by ai(t) is principal, generated by g(t); this lemma
gives an effective statement. (For the generalization to several variables, the bounds
on degrees go by the name effective Nullstellensatz.)

Proof. This lemma follows from the construction of the Sylvester determi-
nant, but we give a different (algorithmically more advantageous) proof. We may as-
sume without loss of generality that ai are monic and nonzero and that g(t) = 1. So
let b(t) ∈ k[t]≤d. By the Euclidean algorithm, we can find polynomials xi(t) ∈ k[t]
such that

s∑
i=1

ai(t)xi(t) = b(t).

Let m = maxi(deg ai(t)xi(t)). If m ≤ d, we are done. So assume m > d; we then
derive a contradiction. Looking at top degrees, must have deg ai(t)xi(t) = m for
at least two indices; without loss of generality, we may assume these indices are
i = 1, 2. Let

n = m− deg a1 − deg a2 − deg(gcd a1(t), a2(t)) = m− deg lcm(a1(t), a2(t));

then n ≥ 0 by hypothesis (7.3.2). Let c1 be the leading coefficient of x1(t), let

b1(t) =
a1(t)

gcd(a1(t), a2(t))

and similarly with b2(t). Then

a1(t)
(
x1(t)− c1t

nb2(t)
)
+ a2(t)

(
x2(t) + c1t

nb1(t)
)
+

s∑
i=3

ai(t)xi(t) = b(t) (7.3.3)

but now by cancellation deg(x1(t) − c1t
nb2(t)) < m = deg(x1(t)) and similarly

deg(x2(t) + c1t
nb1(t)) ≤ m, so the number of indices i where m = deg ai(t)xi(t) is

smaller. Repeating this procedure and considering a minimal counterexample, we
derive a contradiction. □

Although we will not use this corollary, it is helpful to rewrite the above lemma
in more geometric language as follows.

Corollary 7.3.4. Let D1, . . . , Ds be effective divisors on X and let ∞ ∈ X(k)
be disjoint from the support of Di for all i. Then for all

d ≥ −1 + max
i ̸=j

(degDi + degDj),

we have
s∑

i=1

H0(X, (d− degDi)∞−Di) = H0(X, (d− degG)∞−G)

where G = gcd(Di)i is the largest divisor such that G ≤ Di for all i.

Proof. Just a restatement of Lemma 7.3.1. □
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With this lemma in hand, we can now turn to understand the image of the
multiplication map

H0(X, ⌊d1D⌋)⊗H0(X, ⌊d2D⌋) → H0(X, ⌊dD⌋) (7.3.5)

where d = d1 + d2, and the span of the union of such images over all d1 + d2 = d
for given d.

Lemma 7.3.6. If d1, d2 ∈ Eff(D) are effective degrees with d1 + d2 = d, then
we have

⌊dD⌋ = ⌊d1D⌋+ ⌊d2D⌋+
r∑

i=1

ϵi(d1, d2) (7.3.7)

where ϵi(d1, d2) = 0, 1 according to whether{
d1

(
1− 1

ei

)}
+

{
d2

(
1− 1

ei

)}
=

{
−d1
ei

}
+

{
−d2
ei

}
< 1 (7.3.8)

or not, where { } denotes the fractional part.

Proof. Indeed, for x, y ∈ R, we have {x} + {y} < 1 if and only if ⌊x + y⌋ =
⌊x⌋+ ⌊y⌋. Thus⌊

d

(
1− 1

ei

)⌋
=

⌊
d1

(
1− 1

ei

)⌋
+

⌊
d2

(
1− 1

ei

)⌋
+ ϵi(d1, d2)

as claimed. □

Let t ∈ H0(X,∞) have a zero in the support of D other than ∞. For d ∈
Eff(D), let md = deg(⌊dD⌋) and let fd span the one-dimensional space

H0(X, ⌊dD⌋ −md∞).

Then, as in Proposition 7.1.8, we have

H0(X, ⌊dD⌋) = fd · k[t]≤md
. (7.3.9)

Therefore the image of the multiplication map (7.3.5) is

fd1
fd2

k[t]≤md1
+md2

.

By (7.3.7), we have

div(fd) = div(fd1
) + div(fd2

) +

r∑
i=1

ϵi(d1, d2)(∞− Pi).

(Note that the cusps, the support of ∆, do not intervene in this description.) So

fd1fd2 = fdhd1,d2 (7.3.10)

where

hd1,d2
= a

r∏
i=1

(t− t(Pi))
ϵi(d1,d2) (7.3.11)

for some non-zero scalar a.
The main result of this section is then the following proposition.

Proposition 7.3.12. The union of the image of the multiplication maps (7.3.5)
over all

d1, d2 ∈ Eff(D) such that d1 + d2 = d and 0 < d1, d2 < d

spans H0(X, ⌊dD⌋) if the following holds:
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(i) For all i, there exist d1 + d2 = d such that ϵi(d1, d2) = 0; and
(ii) We have

deg(⌊dD⌋) + 1 ≥ max
({∑r

i=1 max(ϵi(d1, d2), ϵi(d
′
1, d

′
2)) :

d1 + d2 = d = d′1 + d′2
})

.

Proof. The multiplication maps span∑
d1+d2=d

fd1fd2k[t]≤md1
+md2

;

multiplying through by fd and using (7.3.10), for surjectivity we need∑
d1+d2=d

hd1,d2k[t]≤md1
+md2

= k[t]≤md

where deg hd1,d2
=
∑r

i=1 ϵi(d1, d2) by (7.3.11). Condition (i) is equivalent to the
condition that gcd(hd1,d2) = 1. We have

deg lcm(hd1,d2 , hd′
1,d

′
2
) =

r∑
i=1

max(ϵi(d1, d2), ϵi(d
′
1, d

′
2))

so we conclude using condition (ii) and Lemma 7.3.1 (the effective Euclidean algo-
rithm). □

This covers large degrees. For smaller degrees but large enough saturation, we
have control over generators by the following proposition, in a similar spirit.

Proposition 7.3.13. Suppose that deg⌊dD⌋ ≥ rd = #{i : ei ≥ d}. Then the
union of the image of the multiplication maps spans

H0(X, ⌊dD⌋ − Pr − · · · − Pr−rd+1) ⊆ H0(X, ⌊dD⌋),
a space of codimension rd.

Proof. By the nature of floors, the image is contained in the given sub-
space; surjectivity onto this subspace follows by the same argument as in Proposi-
tion 7.3.12. □





CHAPTER 8

Inductive presentation of the canonical ring

In this chapter we prove the inductive step of our main theorem. Given a
birational morphism X 99K X ′ of (tame, separably rooted) stacky curves defined
away from a single nonstacky point Q, we provide an explicit presentation for the
canonical ring of X in terms of the canonical ring of X ′. In other words, we
study how the canonical ring changes when one adds a single new stacky point or
increases the order of a stacky point; this could be viewed as a way of presenting
the “relative” canonical ring of X → X ′.

In the end, this still leaves a number of base cases, which for genus 1 were
treated in the examples in section 5.7 and for genus 0 will be treated in chapter 9.

8.1. The block term order

To begin, we introduce a term ordering that is well-suited for inductive argu-
ments: the block term order. In our inductive arguments, we will often have the
following setup: an inclusion R ⊃ R′ of canonical rings such that R′ is generated by
elements xi,d and R is generated over R by elements yj . It is natural, therefore, to
consider term orders which treat these sets of variables separately. More formally,
we make the following definition.

Let k[x]⃗a and k[y]⃗b be weighted polynomial rings with term orders ≺x and
≺y, respectively, and consider k[y, x]⃗b,⃗a = k[y]⃗b ⊗k k[x]⃗a the common weighted

polynomial ring in these two sets of variables y, x.

Definition 8.1.1. The (graded) block (or elimination) term order on k[y, x]⃗b,⃗a
is defined as follows: we declare

ym⃗xn⃗ ≻ ym⃗
′
xn⃗′

if and only if

(i) deg ym⃗xn⃗ > deg ym⃗
′
xn⃗′

, or

(ii) deg ym⃗xn⃗ = deg ym⃗
′
xn⃗′

and

(a) ym⃗ ≻y ym⃗
′
or

(b) ym⃗ = ym⃗
′
and xn⃗ ≻x xn⃗′

.

The block ordering is indeed a term order: the displayed inequalities directly
give that any two monomials are comparable, and the inequalities are visibly stable
under multiplication by a monomial. One can similarly define an iterated (graded)
block term ordering for any finite number of weighted polynomial rings.

The block ordering is the most suitable ordering for the structure of R as an
R′-algebra, as the following example indicates.

81
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Example 8.1.2. For k[y1, y2, x1, x2] under the block term order with k[y1, y2]
and k[x1, x2] standard (variables of degree 1) each under grevlex, we have

y31 ≻ · · · ≻ y32 ≻ y21x1 ≻ y21x2 ≻ y1y2x1 ≻ y1y2x2 ≻ y22x1 ≻ y22x2

≻ y1x
2
1 ≻ y1x1x2 ≻ y1x

2
2 ≻ y2x

2
1 ≻ y2x1x2 ≻ y2x

2
2 ≻ x3

1 ≻ · · · ≻ x3
2.

On the other hand, for k[y1, y2, x1, x2] under (usual) grevlex, all variables of degree
1, we have

y31 ≻ · · · ≻ y32 ≻ y21x1 ≻ y1y2x1 ≻ y22x1 ≻ y1x
2
1 ≻ y2x

2
1 ≻ x3

1

≻ y21x2 ≻ y1y2x2 ≻ y22x2 ≻ y1x1x2 ≻ y2x1x2 ≻ x2
1x2

≻ y1x
2
2 ≻ y2x

2
2 ≻ x1x

2
2 ≻ x3

2.

So in grevlex, we have x2
1x2 ≻ y1x

2
2, whereas in block grevlex, we have y1x

2
2 ≻ x2

1x2.

8.2. Block term order: examples

We show in two examples that the block grevlex term order has the desired
utility in the context of canonical rings.

First, we consider a case where we inductively add a stacky point. Exam-
ple 5.7.1 exhibits the canonical ring of a stacky curve with signature (1; 2; 0). The
block order elucidates the inductive structure of the canonical ring of a stacky curve
with signature (1; 2, 2, . . . , 2; 0).

Example 8.2.1 (Signature (1; 2, . . . , 2; 0)). Let (X ,∆) be a tame, separably
rooted stacky curve with r > 1 stacky points and signature σ = (1; 2, . . . , 2︸ ︷︷ ︸

r

; 0). We

have a birational map X → X ′ of stacky curves where X ′ has r − 1 ≥ 1 such
stacky points, corresponding to an inclusion of canonical rings R ⊃ R′. Indeed, X
is a root stack over X ′ branched at the rth stacky point Qr, and the map X → X ′

is ramified at Q = Qr over a single nonstacky point P ′ on X ′ with degree 2.
We may suppose inductively that R is isomorphic to k[xn, . . . , x1]/I where

deg x1 = 1 and where k[xn, . . . , x1] admits an ordering such that m1 ≺ m2 if
degm1 = degm2 and ordx1

(m1) > ordx1
(m2) (e.g., iterated block grevlex). Since

KX = KX ′ + 1
2Q, we have

dimH0(X ,KX )− dimH0(X ′,KX ′) = max {⌊d/2⌋, 1} = 0, 0, 1, 1, 2, 2, 3, . . .

and if we let y ∈ H0(X , 2KX ) be any element with a pole at Q, then a dimension

count gives that the elements yixj
1 generate R′ over R.

Consider k[y] with deg y = 2 and the block ordering on k[y, xn, . . . , x1], so that
R′ = k[y, xn, . . . , x1]/I. With this setup, it is now easy to deduce the structure of
the canonical ring. Since R is spanned by monomials in the variables xi and by
yaxb

1, and since yxj ∈ R, we get relations fi which involve yxi for i > 1. We claim
that the leading term of fi is yxi: indeed, any other term is either a monomial in
just the variables xi (and thus comes later under block grevlex), is of the form yixj

1

with j > 0 (and comes later by the grevlex assumption on k[xn, . . . , x1]), or is yk

(which cannot occur via a comparison of poles at Q). We conclude that

gin≺(I
′) = in≺(I

′) = in≺(I)k[y, x] + ⟨yxi : 1 ≤ i ≤ r − 1⟩.

Remark 8.2.2. Examples 5.7.7 and 5.7.9 show that signatures (1; 2, 2; 0) and
(1; 2, 2, 2; 0) are minimally generated in degrees 1, 2, 4 and 1, 2. On the other hand,
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Example 8.2.1 gives a presentation for signature (1; 2, 2, 2; 0) with generators in
degrees 1, 2, 4, which is therefore not minimal, so one must be careful to ensure
that minimality is achieved.

Second, we show that block grevlex is useful when considering canonical rings
of (classical) log curves (X,∆), as in chapter 4. If we let R be the canonical ring
of X and R′ the canonical ring of (X,∆), then R′ is an R-algebra generated by
elements with poles along ∆, and by keeping track of the order of these poles, the
relations make themselves evident. As an illustration of the utility of the block
ordering, we revisit the case of signature (g; 0;n) with n ≥ 4.

Example 8.2.3 (Signature (g; 0; δ)). Let (X,∆) be a log curve of signature
(g; 0; δ) and δ ≥ 4. For δ = 4, the canonical ring is generated in degree 1 with only
quadratic relations (see section 4.8).

The block order facilitates an inductive analysis. Suppose δ > 4, let ∆ =
∆′ + P and suppose by induction that we already have a presentation R′ =
k[x1, . . . , xh]/I

′ = k[x]/I ′ for the canonical ring of (X,∆′), where the standard
ring k[x] is equipped with iterated block grevlex. By GMNT, the canonical ring
R of (X,∆) is generated over R′ by a single additional element y ∈ H0(X ,KX )
having with a simple pole at P . Equip the ring k[y, x1, . . . , xh] with the block term
order. Then we claim that the initial ideal of I is given by

in≺(I) = in≺(I
′)k[y, x] + ⟨yxi : 1 ≤ i ≤ h− 1⟩

Indeed, R is spanned over R′ by elements of the form yaxb
h. Since yxi ∈ R for

1 ≤ i < h, there is a relation involving yxi, terms of the form yaxb
h, and monomials

of k[x]2. We claim that in fact the leading term of this relation is yxi: since we
are using the block ordering, yxi automatically dominates any monomial of k[x]2,
dominates yxh, and y2 cannot occur in the relation by consideration of poles at P .

Note that the block ordering makes the comparison of yxi and x2
i−1 immediate,

whereas under grevlex we have x2
i−1 ≺ yxi and more work would be required to

argue that x2
i−1 does not occur in the relation.

8.3. Inductive theorem: large degree canonical divisor

Let X be a tame, separably rooted stacky curve with unordered signature

σ = (g; e1, . . . , er−1, er; δ)

and r ≥ 1. Then there is a natural birational map X → X ′ of stacky curves
where X ′ has signature σ′ = (g; e1, . . . , er−1; δ), and X is a root stack over X ′

branched at the rth stacky point Qr on X over a nonstacky point P ′ on X ′ to
degree e = er ≥ 2. This birational map corresponds to an inclusion of canonical
rings R′ ⊆ R, giving R the natural structure of an R′-algebra. For convenience,
we identify R′ with its image under the inclusion R′ ↪→ R. The structure of this
inclusion is our first inductive theorem, one that applies when the canonical divisor
has large enough degree.

Theorem 8.3.1. Suppose that one of the following conditions hold:

(K-i) g ≥ 2;
(K-ii) g = 1 and r + 2δ ≥ 2; or
(K-iii) g = 0 and δ ≥ 2.

Then the following statements are true.
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(a) For 2 ≤ i ≤ e, a general element

yi ∈ H0(X , i(KX +∆))

satisfies − ordP ′(yi) = i − 1, and any such general choice of elements
y2, . . . , ye minimally generates R as an R′-algebra.

(b) Let R′ = k[x]/I ′ = k[x1, . . . , xm]/I ′ be a presentation. Then dimk R
′
1 > 0.

Suppose deg xm = 1 and that R′ is equipped with an ordering such that
xm ≺ xi for 1 ≤ i ≤ m− 1. Equip the ring

k[y, x] = k[ye, . . . , y2, x1, . . . , xm]

with the block order and k[y] with grevlex, so R = k[y, x]/I. Then

gin≺(I) = in≺(I)

= in≺(I
′)k[y, x] + ⟨yixj : 2 ≤ i ≤ e, 1 ≤ j ≤ m− 1⟩

+ ⟨yiyj : 2 ≤ i ≤ j ≤ e− 1⟩.

(c) Let S be any set of relations in I with leading terms yixj and yiyj as in

(b). Then a Gröbner basis for I ′ together with S yields a Gröbner basis
for I.

(d) Suppose that R′ = k[x]/I ′ has a presentation with a minimal set of gener-
ators and relations for I ′ and suppose no relation in S has a nonzero
term with monomial xi for some i = 1, . . . ,m. Then the generators
ye, . . . , y2, x1, . . . , xm minimally generate R, and the generators for I ′ to-
gether with S as in (c) minimally generate I.

Proof. By Proposition 5.5.6, the difference KX ′ −KX′ between the canonical
divisors of the stacky curve and its coarse space is an effective weighted sum of the
r− 1 stacky points, and in particular deg⌊2(KX ′ −KX′)⌋ ≥ r− 1. Thus, for i ≥ 2,
we have

deg⌊i(KX ′ +∆)⌋ = deg i(KX′ +∆) + deg⌊i(KX ′ −KX′)⌋
≥ deg 2(KX′ +∆) + deg⌊2(KX ′ −KX′)⌋
≥ 2(2g − 2 + δ) + (r − 1) ≥ 2g − 1

(8.3.2)

where the latter inequality holds by considering each of the cases (K-i)–(K-iii).
Therefore the divisors ⌊i(KX ′ +∆)⌋ are nonspecial on X ′ for i ≥ 2. We have

⌊i(KX +∆)⌋ = ⌊i(KX ′ +∆)⌋+
⌊
i

(
1− 1

e

)
P ′
⌋

with P ′ ∈ X ′ the stacky ramification point below Q ∈ X . Then by Riemann–Roch
and (8.3.2), a general element

yi ∈ H0(X , i(KX +∆)) = H0(X, ⌊i(KX +∆)⌋)
satisfies − ordQ(yi) = i− 1 for i = 2, . . . , e.

Next,

⌊KX ′ +∆⌋ = KX′ +∆

so by Riemann–Roch in each of the cases (K-i)–(K-iii) we have

dimR′
1 = dimR1 = dimH0(X, ⌊KX ′ +∆⌋) ≥ 0.

This proves the first conclusion of (b). At least one of the generators x1, . . . , xm

for R′ must have degree 1, so we suppose that deg xm = 1.
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We claim that the elements

ybeysx
a
m, with 2 ≤ s ≤ e− 1 and a, b ≥ 0, (8.3.3)

together with R′ span R as a k-vector space. Let

Vd = H0(X , dKX ) and V ′
d = H0(X ′, dKX ′)

for d ≥ 0. Then again by Riemann–Roch, the fact that

⌊(d+ 1)(1− 1/e)⌋ − ⌊d(1− 1/e)⌋ ≤ 1,

and a comparison of poles at Q, we conclude that the codimension of xmVd−1 + V ′
d

in Vd is at most 1; moreover, if the codimension is 1, then e ∤ (d − 1) and the
quotient is spanned by ybeys where be+ s = d. The claim now follows by induction.
This proves (a).

From this basis, we find relations. For yixj ∈ Vd with 2 ≤ i ≤ e and 1 ≤ j ≤
m− 1, we can write

yixj −
∑
a,b,s

cabsy
b
eysx

a
m ∈ R′;

but by the order of pole at Q (with each monomial of a distinct pole order), we
have

− ordQ(yixj) = i− 1 ≥ b(e− 1) + (s− 1).

But s ≥ 2 so b = 0 for all such terms, and then s ≤ i. Since yixj ≻ ysx
a
m for s ≤ i

(and j ≤ m− 1), the leading term of this relation in block order is yixj .

A similar argument works for yiyj with 2 ≤ i ≤ j ≤ e − 1. From the lower
bound on the order of pole

2(e− 1)− 2 ≥ i+ j − 2 ≥ b(e− 1) + (s− 1)

we have b ≤ 1 and s ≤ i+ j− 1. If b = 0, then any monomial ysx
a
m has deg ysx

a
m =

s+ a = deg yiyj = i+ j, so since s ≤ i+ j − 1 we have a > 0, whence deg(yiyj) >
deg(ys) and thus yiyj ≻ ysx

a
m in the block term order. If b = 1, then yiyj ≺ yeysx

a
m

since s ≤ i, j < e. The leading term is thus yiyj .

We claim that these two types of relations, together with a Gröbner basis for
I ′, comprise a Gröbner basis for I. This is immediate by inspection: any leading
term not divisible by one of the known leading terms is either one of the basis
monomials or belongs to R′. In particular, this theorem describes the generic
initial ideal (relative to R′), since the general choice of yi has the desired order of
pole, as in (a). This proves (c).

We now conclude (d). Suppose that there is a superfluous generator, given
by a relation containing either xi or yj as a nonzero term. By minimality of the
presentation for I ′, we may assume that the relation does not belong to I ′. Since the
relation is linear in a variable, it must be a k-linear combination of the generators
in (c), and there must be a relation in S that is linear in a variable, as claimed.
Finally, the set S together with generators for I ′ is a minimal set of generators for
I because the order of pole is encoded in the initial term and for a given degree
these are distinct. □

Remark 8.3.4. The condition (K-iii) in Theorem 8.3.1 is also equivalent to
g = 0 and Eff(KX ′ +∆) = Z≥0, by Proposition 7.2.10.
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Example 8.3.5. We saw in Example 8.2.2 that the conclusion of Theorem
8.3.1(d) is best possible: there may be superfluous generators, in spite of statement
(c) for the Gröbner basis.

We can also see this when we try to induct on the signature (1; 2, 2; 0) from
(1; 2; 0): when the characteristic of k is not 2 or 3, we may take

R′ ≃ k[x1, x2, x3]/I
′

with deg xi = 6, 4, 1 for i = 1, 2, 3,

I ′ = ⟨x2
1 − x3

2 − ax2x
8
3 − b2x12

3 ⟩,

common stacky point Q1 = (1 : 1 : 0), and branch point P ′ = (b : 0 : 1), with
a, b ∈ k. Then Theorem 8.3.1 yields the inductive presentation

R ≃ k[y2, x1, x2, x3]/I

where

I = ⟨y2x1 − by2x
6
3 − x2

2 − ax8
3, y2x2 − x1 − bx6

3⟩+ I ′;

the generator y2 is a minimal generator for R as an R′-algebra, and the indicated
Gröbner basis with initial ideal ⟨y2x1, y2x2, x

2
1⟩. However, we see that the generator

x1 is superfluous.

Remark 8.3.6. From an algorithmic point of view, statements (c) and (d) in
Theorem 8.3.1 are sufficient (indeed, desirable): one can computationally identify
and eliminate unnecessary generators via an elimination term order, if needed. In
Example 8.3.5 above, eliminating x1 gives the minimal presentation

R ≃ k[y2, x2, x3]/⟨y22x2 − 2by2x
6
3 − x2

2 −Ax8
3⟩

with R generated in degrees 2, 4, 1 and with a relation in degree 8.

Corollary 8.3.7. Let (X ,∆) be a tame, separably rooted log stacky curve
having stacky points Q1, . . . , Qr and signature σ = (g; e1, . . . , er; δ). Suppose that
one of (K-i)–(K-iii) hold.

Let R(X ,∆) = k[x]/I(X ,∆) be the canonical ring of the log coarse space
(X,∆). Then the following statements are true.

(a) If R′ is generated in degree at most e′, then R is generated in degree at
most max(e′, er) with relations in degree at most 2max(e′, er).

(b) There exists xm ∈ R(X,∆) with deg xm = 1. Suppose that xm ≺ xi for
1 ≤ i ≤ m−1. For 1 ≤ i ≤ r and 2 ≤ j ≤ ei, let yij ∈ H0(X , jKX ) be an
element with a pole of order d−1 at Qi and no poles at Qj for j > i. Equip

k[y(i)] = k[yi,ei , . . . , yi,2] with grevlex, and the ring k[y(r), . . . , y(1), x] =
k[y, x] with an iterated block order, so R(X ,∆) = k[y, x]/I(X ,∆). Then

gin≺(I(X ,∆)) = in≺(I(X,∆))k[y, x]

+ ⟨yijxs : 1 ≤ i ≤ r, 2 ≤ j ≤ ei, 1 ≤ s ≤ m− 1⟩
+ ⟨yijyst : 1 ≤ i, s ≤ r, 2 ≤ j ≤ ei − 1, 2 ≤ t ≤ ej − 1⟩
+ ⟨yijys,es : 1 ≤ i < s ≤ r, 2 ≤ j ≤ ei⟩.

Proof. We apply Theorem 8.3.1 to induct. □

Remark 8.3.8. Corollary 8.3.7 is particularly well-suited for computational
applications, such as to compute a basis of modular forms in every weight: the
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conditions on the generators are specified by conditions of vanishing or poles at the
stacky points or along the log divisor.

8.4. Main theorem

Finally, we are ready to prove our main theorem for genus g ≥ 1. The main
theorem for g = 0 will be proven in Theorem 9.3.1.

Theorem 8.4.1. Let (X ,∆) be a tame, separably rooted log stacky curve over
a field k with signature σ = (g; e1, . . . , er; δ) and suppose that g ≥ 1. Then the
canonical ring R(X ,∆) is generated by elements of degree at most 3e with relations
of degree at most 6e, where e = max(e1, . . . , er).

Moreover, if g + δ ≥ 2 then R(X ,∆) is generated in degree at most max(3, e)
with relations in degree at most 2max(3, e).

Proof. We argue by induction, as follows. We start by establishing the
theorem in both clauses for many base cases. The theorem for classical curves
(r = δ = 0, no stacky or log structure, so e = 1) holds in both cases by Theo-
rem 2.1.1, and we refer to Table (I) in the appendix for their explicit description.
Similarly, for log curves (r = 0 and δ ≥ 1, so e = 1) the statement follows from
Theorem 4.1.3, described explicitly in Table (II) in the appendix. To finish out the
base cases with g = 1, we note that the theorem is also true for the signatures in
Table (III) in the appendix, by the examples in section 5.7.

Now consider an arbitrary signature σ satisfying the hypotheses of the theorem.
Having established base cases in the previous paragraph, we may assume that r ≥ 1;
and having dealt with the base case signatures (1; e; 0), we may further assume that
if g = 1 then (r, δ) ̸= (1, 0), so r + 2δ ≥ r ≥ 2. We then appeal to Theorem 8.3.1,
with the stacky curve X ′ having signature (g; e1, . . . , er−1; δ). The hypotheses (K-
i) or (K-ii) of Theorem 8.3.1 hold. The conclusion of the theorem then holds by
Corollary 8.3.7.

The theorem in its stronger form in the “moreover” clause follows in the same
way. □

The Poincaré generating polynomials P (R≥1; t) and P (I; t) of R and I, and
the generic initial ideal gin≺(I) of I are provided by the tables in the appendix
together with section 8.7.

Example 8.4.2. Let X be a stacky curve of signature σ = (g; e;−) whose
coarse space is not exceptional of genus g ≥ 3. Then Theorem 8.4.1 implies that
the canonical ring R is generated in degree at most e with relations in degree at
most 2e, and Theorem 8.3.1 from whence it arises shows that these degree bounds
are sharp.

8.5. Inductive theorems: genus zero, 2-saturated

We now prove an inductive theorem to complement Theorem 8.3.1, treating the
case g = 0 with a weaker hypothesis. Recall that given a tame, separably rooted
stacky curve X with signature σ = (g; e1, . . . , er−1, er; δ) and r ≥ 1, we have
a birational map X → X ′ of stacky curves where X ′ has unordered signature
σ′ = (g; e1, . . . , er−1; δ) ramified at a single nonstacky point Q on X ′ to degree
er ≥ 2 and corresponding to a containment of canonical rings R ⊃ R′.
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Theorem 8.5.1. Let X → X ′ be a birational map of tame, separably rooted
log stacky curves as above and let R′ ⊆ R the corresponding containment of canon-
ical rings. Suppose that er = 2 and that

g = 0 and sat(Eff(KX ′ +∆)) = 2.

Let R′ = k[x,w3, v2]/I
′ with generators x1, . . . , xm, w3, v2 satisfying deg v2 = 2 and

degw3 = 3, and equip R′ with grevlex so that

v2 ≺ w3 and v2 ≺ xi for all i, and w3 ≺ xj whenever deg xj ≥ 3. (8.5.2)

Let Q = Qr. Then the following statements are true.

(a) General elements

y2 ∈ H0(X , 2(KX +∆)) and z3 ∈ H0(X , 3(KX +∆))

satisfy − ordQ(y2) = − ordQ(z3) = 1, and any such choice of elements
y2, z3 minimally generates R over R′.

(b) Equip k[z3, y2] with grevlex and the ring

k[z3, y2, x, w3, v2] = k[z3, y2]⊗ k[x,w3, v2]

with the block order, so that R = k[z3, y2, x, w3, v2]/I. Then

gin≺(I) = in≺(I
′)k[z3, y2, x, w3, v2] + ⟨y2xi : 1 ≤ i ≤ m− 2⟩

+ ⟨z3xi : 1 ≤ i ≤ m⟩+ ⟨z23⟩.

(c) Let S be any set of relations in I with leading terms as in (b). Then a
Gröbner basis for I ′ together with S yields a Gröbner basis for I.

(d) Suppose that R′ has a minimal presentation and no relation in S has a
nonzero linear term in a generator. Then the generators z3, y2, x, w3, v2
minimally generate R and the generators for I ′ together with S as in (c)
minimally generate I.

Proof. Existence of the elements y2, z3 in statement (a) follows by Riemann–
Roch and Lemma 5.4.7. They are clearly necessary; by GMNT (Theorem 3.2.2)
and the assumption that sat(Eff(D′)) = 2, the map

H0(X , iD)⊗H0(X , jD) → H0(X , (i+ j)D),

where D = KX +∆, is surjective for i = 2 and j ≥ 2, so y2, z3 indeed generate R
over R′.

To facilitate the calculation of relations, we first claim that the elements

Y = {ya2wϵ
3v

b
2 : a > 0, b ≥ 0 and ϵ = 0, 1} ∪ {ya2z3 : a ≥ 0}

form a basis for R as a k-vector space over R′. Consider the map µ : Y → Z2 sending
m ∈ Y to the pair (degm,− ordQ(m)). By Proposition 7.1.8 (and Riemann–Roch)
it suffices to prove that µ is injective with image

µ(Y ) = {(d, b) : d ≥ 2 and 0 ≤ b ≤ ⌊d/2⌋}.

But µ(wϵ
3v

b
2) = (2b+3ϵ, 0), so the images of µ are distinct as µ ranges over {y2, z3}∪

{wϵ
3v

b
2}, and multiplication by y2 shifts the image of µ by (2, 1), filling out the rest

of the monoid. This completes the proof of the claim. This argument can be
visualized as follows:
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1

Next, for i ≤ m−2, j ≤ m there exist (by consideration of poles and Riemann–
Roch) Ai, Bj , C1, C2 ∈ k such that

y2xi −Aiy2w
ϵ2
3 va2 ,

z3xj −Biy2w
ϵ3
3 vb2, and

z23 − C1y
2
2v2 − C2y2x

2
2

lie in R′, where a, b, ϵ2, ϵ3 are chosen so that

degwϵ2
3 va2 = deg xi and degwϵ3

3 vb2 = deg xj + 1.

These give rise to relations with underlined initial term; these are initial since they
dominate any monomial of R′ by the block ordering and the remaining terms by
inspection. Since a monomial is not in the spanning set if and only if it is divisible
by one of

y2xi with 1 ≤ i ≤ m− 2, z3xj with 1 ≤ j ≤ m, or z23

this completes the proof of (b).
For (c) and (d), the proof follows as in Theorem 8.3.1: consideration of initial

terms gives that the new relations are minimal—each successive leading term is
not in the linear span of the previous initial terms (and, since leading terms are
quadratic (i.e. products of exactly two generators), necessarily not in the ideal
generated by the previous leading terms). □

8.6. Inductive theorem: by order of stacky point

Even with the previous inductive lemmas, there are a number of cases left to
consider. For instance, for the signatures (0; e1, e2, e3; 0) with each ei large, we only
have EffD′ = Z≥3 and the previous inductive theorems do not apply. So next we
prove another inductive theorem: we increase the order of a collection of stacky
points.

Let X and X ′ be tame, separably rooted log stacky curves with the same
coarse space X, ramified over the same points Q1, . . . , Qr ∈ X(k). Let J ⊆
{1, . . . , r} be a subset. Suppose that X ′ has unordered signature (g; e′1, . . . , e

′
r; δ)

and X has signature (0; e1, . . . , er; δ) with ei = e′i+χJ(i), where χJ is the indicator
function of J , i.e.

χJ(i) =

{
1, if i ∈ J ;

0, otherwise.

Then there is a natural inclusion of canonical divisors D ≥ D′ (viewed as Q-divisors
on X) and rings R ⊃ R′, and a birational map X 99K X ′, defined away from
{Qi : i ∈ J}.
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We would like to be able to argue inductively on the structure of the canonical
ring R ⊇ R′. The following definition provides hypotheses on X ′ and the set J ,
allowing us to make an inductive argument comparing R and R′.

Definition 8.6.1. The pair (X ′, J) is admissible if R′ admits a presentation

R′ ≃ (k[x]⊗ k[yi,e′i ]i∈J)/I
′

such that each of the following conditions are satisfied:

(Ad-i) For all i ∈ J , we have

deg yi,e′i = e′i and − ordQi
(yi,e′i) = e′i − 1;

(Ad-ii) For all i ∈ J and any generator z ̸= yi,e′i , we have

−ordQi
(z)

deg z
< 1− 1

e′i
;

and
(Ad-iii) For all i ∈ J and for all d > 0, we have

deg ⌊(e′i + d)(KX ′ +∆)⌋ ≥ 2g + χ1(g) + η(i, d)

where

η(i, d) = #{j ∈ J : j ̸= i and (e′j + d− 1) | (e′i + d)}.

Remark 8.6.2. The conditions in Definition 8.6.1 can be understood as follows.
The condition for an element f ∈ R to belong to the subring R′ is an inequality on
the slope of f at each stacky point Qi: specifically, if

−ordQi
(f)

deg f
≤ 1− 1

e′i

for all i then f ∈ R′, and admissibility essentially demands the existence of a
presentation with unique generators of maximal slopes at each Qj with j ∈ J .

For y ∈ R and z ∈ R′ one would like produce relationships via memberships
yz ∈ R′; generally the Qi-slope of y will be larger than (e′i − 1)/e′i, and to compen-
sate we need a just slightly better restraint on the Qi-slope of z than this inequality,
hence the strict inequality of (Ad-ii). Condition (Ad-i) keeps track of specific gen-
erators of large slope, and fails to hold only when deg(KX ′ + ∆) is very small,
precluding the existence of generators with largest possible slope.

Finally, condition (Ad-iii) is a kind of stability condition (satisfied “in the
large”) that ensures that certain Riemann–Roch spaces have large enough dimen-
sion to accommodate functions with poles of intermediate orders when the differ-
ences between the orders of the new stacky points is large, and in particular ensures
that (Ad-ii) continues to hold after creating new elements yi,ei and inducting.

Lemma 8.6.3. Condition (Ad-ii) implies the stronger inequality

−ordQi
(z)

deg z
≤ 1− 1

e′i
− 1

e′i deg z
.

Proof. Let deg z = ae′i + r with 0 ≤ r < e′i. By (Ad-ii), we have

− ordQi
(z) < deg z

(
1− 1

e′i

)
. (8.6.4)

We claim that in fact
− ordQi

(z) ≤ deg z − a− 1.
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Certainly, (8.6.4) implies

− ordQi
(z) ≤

⌊
deg z

(
1− 1

e′i

)⌋
=

⌊
(ae′i + r)

(
1− 1

e′i

)⌋
= deg z − a+

⌊
− r

e′i

⌋
.

If r ̸= 0, then ⌊−r/e′i⌋ = −1 and the claim follows; otherwise, e′i | deg z, but then
the inequality (8.6.4) becomes

− ordQi
(z) ≤ deg z

(
1− 1

e′i

)
− 1

and the result follows similarly. The claim then implies

−ordQi
(z)

deg z
≤ 1− 1

e′i
− (r + 1)

e′i deg z

and the result follows. □

Lemma 8.6.5. Suppose that #{e′i : i ∈ J} = 1 and one of the following condi-
tions holds:

(i) g ≥ 2;
(ii) g = 1 and σ′ ̸= (1; 2; 0), (1; 3; 0), or (1; 2, 2; 0); or
(iii) g = 0 and e′j ≥ sat(Eff(D′))− 1 for all j ∈ J .

Then condition (Ad-iii) holds.

Proof. When #{e′i : i ∈ J} = 1, we have η(i, d) = 0 since (m− 1) ∤ m for all
m > 1; so (Ad-iii) reads

deg⌊(e′j + d)(KX ′ +∆)⌋ ≥ 2g + χ1(g).

The proof is now straightforward. We have e′j ≥ 2 so e′j + d ≥ 3. If g ≥ 2, then
deg⌊(e′j + d)(KX ′ +∆)⌋ ≥ 3(2g − 2) ≥ 2g, giving (i). If g = 1, it is easy to check
that the hypotheses of (ii) give that deg⌊(e′j + d)(KX ′ + ∆)⌋ ≥ 3 = 2g + χ1(g).
Finally, if g = 0, then we need e′j + d ∈ Eff(D′), and we obtain (iii). □

Lemma 8.6.6. Suppose g = 0 and that the following conditions hold for some
presentation and integer e′:

(i) e′i = e′ for all i ∈ J ;
(ii) #J ≤ the number of generators in degree e′;
(iii) e′ ≥ sat(Eff(D′))− 1; and
(iv) all generators have degree ≤ e′.

Then (X ′, J) is admissible.

Proof. Condition (ii) and Riemann–Roch imply (Ad-i). By Riemann–Roch
and condition (ii), one can modify the generators so that for each i ∈ J there is a
unique generator in degree e′ with maximal Qi-slope; by condition (iv), all other
generators have degree < e′ and necessarily satisfy (Ad-ii), so (Ad-ii) holds for all
generators. Condition (iii) and Lemma 8.6.5 imply (Ad-iii). □

With this technical work out of the way, we are now ready to state our inductive
theorem. (While our statement and proof are valid for arbitrary g, in the end we
only end up applying Theorem 8.6.7 with g = 0, 1.)

Theorem 8.6.7. Suppose that (X ′, J) is admissible, with generators yi,e′i ∈ R′

as in (Ad-i). Then the following are true.
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(a) There exist elements yi,ei ∈ H0(X , ei(KX +∆)) such that

− ordQi
(yi,ei) = ei − 1

and

−
ordQj

(yi,ei)

deg(yi,ei)
≤ 1− 1

e′j
− 1

e′j deg(yi,ei)

for j ∈ J − {i}.
(b) The elements

yai,e′i
ybi,ei , with i ∈ J and a ≥ 0, b > 0,

span R over R′. The elements yi,ei minimally generate R over R′.
(c) Equip k[y] = k[yi,ei ]i∈J and k[x] with any graded monomial order and

k[y, x] = k[y]⊗ k[x] with the block order. Let R = k[y, x]/I. Then

in≺(I) = in≺(I
′)k[y, x] + ⟨yi,eig : i ∈ J and g ̸= yi,ei , yi,e′i⟩

where g ranges over generators of R. Any set of relations in I with these
leading terms together with a Gröbner basis for I ′ yield a Gröbner basis
for I.

(d) Suppose in≺(I
′) is minimally generated by quadratics and that for all

i ∈ J , we have ei > deg z for any generator z of R′. Then any set of
minimal generators for I ′ together with any set of relations in I with
leading terms as in (c) minimally generate I.

(e) (X , J) is admissible.

Proof. Let D = KX + ∆ and D′ = KX ′ + ∆ be the canonical divisors of
(X ,∆) and (X ′,∆), respectively. For d ≥ 0, let

S(i, d) = {j ∈ J : j ̸= i and (e′j + d− 1) | (e′i + d)}.

Let

Ei =
∑

j∈S(i,1)

Qj =
∑

j∈J,j ̸=i
e′j |(e

′
i+1)

Qj ∈ Div(X) = Div(X ′).

Because X ,X ′ have a common coarse space X = X ′ and

⌊eiD′⌋+Qi ≤ ⌊eiD⌋,

we have a natural inclusion

H0(X ′, eiD
′ − Ei +Qi) ↪→ H0(X , eiD − Ei) ⊆ H0(X , eiD).

Hypothesis (Ad-iii) implies that

deg(⌊eiD′⌋ − Ei) ≥ 2g + χ1(g)

so by Riemann–Roch, a general element

yi,ei ∈ H0(X ′, eiD
′ − Ei +Qi)

satisfies

− ordQi
(yi,ei) =

⌊
ei

(
1− 1

e′i

)⌋
+ 1 = (e′i − 1) + 1 = ei − 1,
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so we obtain functions yi,ei ∈ H0(X , eiD − Ei) satisfying the first part of claim
(a). For the second part of claim (a), if j ∈ S(i, 1) then (noting throughout that
deg(yi,ei) = ei) the extra vanishing along Ei implies that for j ̸= i

− ordQj
(yi,ei) ≤ ei

(
1− 1

e′j

)
− 1 ≤ ei

(
1− 1

e′j

)
− 1

e′j
.

If j ̸∈ S(i, 1) and j ̸= i, then we can write e′j = aei + r, with 0 < r < e′j (where
r ̸= 0 since j ̸∈ S(i, 1)), so extending the proof of Lemma 8.6.3 a bit, we have

− ordQj
(yi,ei) ≤

⌊
ei

(
1− 1

e′j

)⌋
= ei − a−

⌈
r

e′j

⌉

≤ ei − a− r

e′j
− 1

e′j
= ei

(
1− 1

e′j

)
− 1

e′j

finishing the proof of Claim (a).
Next, let R0 = R′ and let Ri = Ri−1 if i ̸∈ J and Ri−1[yi,ei ] if i ∈ J . To

prove claim (b) it suffices to show that the elements yai,e′i
ybi,ei with b > 0 are linearly

independent and, together with Ri−1, span Ri as a k-vector space. Consideration
of poles gives that yai,e′i

ybi,ei ̸∈ R′, independence follows from injectivity of the linear
map

(a, b) 7→
(
deg

(
yai,e′iy

b
i,ei

)
,− ordQ

(
yai,e′iy

b
i,ei

))
= (a, b)

(
ei − 1 ei
ei − 2 ei − 1

)
,

and generation from the fact that their pole orders are distinct in each degree and
that the cone over (ei − 1, ei − 2) and (ei, ei − 1) is saturated, since the lattice it
generates has determinant

(ei − 1)(ei − 1)− ei(ei − 2) = 1.

This proves claim (b).
For claim (c), we first show that yi,eiz ∈ R′ unless z = yi,ei or yi,e′i . An element

f ∈ R is an element of R′ if and only if for all j we have

− ordQj (f) ≤ deg f

(
1− 1

e′j

)
.

To check this for f = yi,eiz there are three cases. The first case is straightforward:
if j ̸∈ {i} ∪ S(i, 1), then − ordQj

D = − ordQj
D′ and it follows that

− ordQj
(yi,ei)− ordQj

(z) ≤ ei

(
1− 1

e′j

)
+ deg z

(
1− 1

e′j

)
= deg yi,eiz

(
1− 1

e′j

)
.

Second, if i = j, then by Claim (a), Hypothesis (Ad-ii), and Lemma 8.6.3, we have

− ordQi
(yi,ei)− ordQi

(z) ≤ ei − 1 + deg z

(
1− 1

e′i

)
− 1

e′i

= (ei + deg z)

(
1− 1

e′i

)
= deg yi,eiz

(
1− 1

e′i

)
.
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Finally, (reversing the roles of the indices i and j) if j ∈ S(i, 1) and z = yj,ej then
we are in the second case again (but now with z = yi,ei); if z ̸= yj,ej then for the
same three reasons, we have

− ordQj
(yi,ei)− ordQj

(z) ≤ ei

(
1− 1

e′j

)
+ deg z

(
1− 1

e′j

)
= deg yi,eiz

(
1− 1

e′j

)
.

This yields a relation whose leading term is yi,eiz, because we have taken the block

order. Since these leading terms exactly complement the new generators of R, they
span the canonical ring, completing the proof of claim (c).

For claim (d), the degree hypothesis ensures that the generators of R′ are still
minimal in R, and the proof of (a) shows that the new generators of R are all
minimal. For relations, the leading term of each successive relation is quadratic
and not in the linear span of the generators of in≺ I ′ and are thus all necessary.

Finally for part (e), admissibility of the pair (X , J) follows from the presen-
tation given in claim (d), noting that Hypothesis (Ad-ii) is monotonic in e′i and
that, since Hypothesis (Ad-iii) holds for all e ≥ e′j , we have that (Ad-iii) continues
to hold for the pair (X , J). (Note that this is where we allow d to vary in the
definition of admissibility.) □

With Theorem 8.6.7 in hand, we revisit the g = 0 and 2-saturated case of
Theorem 8.5.1 and arrive at a stronger conclusion, allowing the addition of a stacky
point of arbitrary order.

Corollary 8.6.8. Let r ≥ 1 and let X and X ′ be tame, separably rooted
stacky curves with unordered signatures

σ = (g; e1, . . . , er−1, er; δ) and σ′ = (g; e1, . . . , er−1; δ)

and corresponding containment of canonical rings R′ ⊆ R. Suppose that

g = 0 and sat(Eff(D′)) = 2,

where D′ = KX ′ + ∆. Let R′ = k[x,w3, v2]/I
′ with generators x1, . . . , xm, w3, v2

satisfying deg v2 = 2 and degw3 = 3, and equip R′ with grevlex subject to (8.5.2).
Let Q = Qr. Then the following statements are true.

(a) For i = 2, . . . , er, general elements

yi ∈ H0(X , i(KX +∆)) and z3 ∈ H0(X , 3(KX +∆))

satisfy − ordQ(yi) = i− 1,− ordQ(z3) = 1 and minimally generate R over
R′.

(b) Equip k[z3, y2] with grevlex, k[yer , . . . , y3] with the lexicographic order,
the ring

k[z3, y2, x, w3, v2] = k[z3, y2]⊗ k[x,w3, v2]

with the block order, and the ring

k[y, z, x, w3, v2] = k[yer , . . . , y3]⊗ k[z3, y2, x, w3, v2]

with the block order, so that R = k[y, z, x, w3, v2]/I. Then

in≺(I
′)k[z, y, x, w3, v2] + ⟨y2xi : 1 ≤ i ≤ m− 2⟩

+ ⟨z3xi : 1 ≤ i ≤ m⟩+ ⟨z23⟩
+ ⟨yig : 3 ≤ i ≤ er and g ̸= yi+1, yi, yi−1⟩

where g ranges over generators of R.
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(c) Let S be any set of relations in I with leading terms as in (b). Then a
Gröbner basis for I ′ together with S yields a Gröbner basis for I.

(d) Suppose that R′ has a minimal presentation and no relation in S has a
nonzero linear term in a generator. Then the generators z3, y, x, w3, v2
minimally generate R and the generators for I ′ together with S as in (c)
minimally generate I.

Proof. This follows from Theorems 8.5.1 and 8.6.7, noting that the output of
Theorem 8.5.1 is admissible with J = {r}; the conditions (Ad-i) and (Ad-ii) hold
since − ordQ y2 = − ordQ z3 = 1 and − ordQ z = 0 for all other generators, and
(Ad-iii) holds by Lemma 8.6.5. □

Corollary 8.6.9. Let (X ,∆) be a tame, separably rooted log stacky curve
over k with signature σ = (1; e1, . . . , er; 0) (so g = 1 and δ = 0). Then the canonical
ring R(X ,∆) is generated in degree at most max(3, e) with relations in degree at
most 2max(3, e) unless

σ ∈ {(1; 2; 0), (1; 3; 0), (1; 4; 0), (1; 2, 2; 0), (1; 2, 2, 2; 0)}.

Proof. We establish base cases then induct as in the previous corollary, with
the nontrivial condition (Ad-iii) implied by condition Lemma 8.6.5(ii).

The corollary holds:

• if r = 0, since R is trivial by Example 2.3.1;
• if r = 1, by Corollary 5.7.6, noting the exceptional signatures (1; e; 0) with
e = 2, 3, 4;

• if r = 2, by Examples 5.7.7 and 5.7.8 for signatures (1; 2, 2; 0) and (1; 2, 3; 0),
and for the remaining signatures by inductively reducing the order of a
stacky point using Lemma 8.6.5(ii);

• if r = 3, by Example 5.7.9 for signature (1; 2, 2, 2; 0), adding a stacky point
to (1; 2, 3; 0) to get (1; 2, 2, 3; 0) inductively using Corollary 8.3.7, and for
the remaining signatures by reducing the order of stacky point; and

• if r ≥ 4, inducting from the case r = 3 and applying Corollary 8.3.7.

Together, these prove the result. □

8.7. Poincaré generating polynomials

Throughout this section we consider the inclusion of canonical rings R ⊃ R′

corresponding to the setup of Theorem 8.3.1, 8.5.1, or 8.6.7 and the effect on the
Poincaré polynomials of R and R′.

Theorem 8.3.1 gives:

P (R≥1, t) = P (R′
≥1, t) + t2 + · · ·+ te,

P (I, t) = P (I ′, t) + (P (R′
≥1, t)− t)(t2 + · · ·+ te) +

∑
2≤i≤j≤e

ti+j .

Theorem 8.5.1 gives:

P (R≥1, t) = P (R′
≥1, t) + t2 + t3,

P (I, t) = P (I ′, t) + P (R′
≥1, t)(t

2 + t3)− t4 − t5 + t6.
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Theorem 8.6.7 gives:

P (R≥1, t) = P (R′
≥1, t) + tei ,

P (I, t) = P (I ′, t) + (P (R′
≥1, t)− tei−1)tei .

The verification of these claims is immediate.



CHAPTER 9

Log stacky base cases in genus 0

In this chapter, we prove the main theorem for genus g = 0; the main task is
to understand the canonical ring for the (small) base cases of log stacky canonical
rings, from which we may induct.

9.1. Beginning with small signatures

Our task is organized by signature; so we make the following definition.

Definition 9.1.1. We say the signature σ = (0; e1, . . . , er; δ) dominates σ′ =
(0; e′1, . . . , e

′
r′ ; δ

′) if σ′ ̸= σ and δ ≥ δ′ and r ≥ r′ and ei ≥ e′i for all i = 1, . . . , r′.
We say that σ strongly dominates σ′ above J if σ′ ̸= σ and δ = δ′ and r = r′

and ei > e′i for all i ∈ J and ei = e′i for all i ̸∈ J . We say that σ strongly dominates
σ′ if it strongly dominates above J = {1, . . . , r}.

We say that σ root dominates σ′ if r > r′, δ = δ′, and ei = e′i for all i ≤ r′

(i.e. if σ′ is a subsignature of σ).

When Z≥1 ⊆ Eff(σ′), we may apply Theorem 8.3.1 inductively to any signa-
ture σ that dominates σ′, and when Z≥2 ⊆ Eff(σ′), we may apply Corollary 8.6.8
inductively to any signature σ that root dominates σ′. Moreover, when σ′ admits
a subset J ⊆ {1, . . . , r} such that (X ′, J) is admissible (Definition 8.6.1), in which
case we say (σ′, J) is admissible, then we may apply Theorem 8.6.7 inductively to
any signature σ that strongly dominates σ′ above J . So to carry out this strategy,
first we find those signatures for which neither of these apply.

Lemma 9.1.2. Let σ = (0; e1, . . . , er; δ) be a signature with A(σ) > 0. Suppose
that the two following conditions hold.

(G-i) If σ root dominates σ′, then Z≥2 ̸⊆ sat(Eff(σ′)); and
(G-ii) For all J ⊆ {1, . . . , r}, the pair (σ′, J) is not admissible, where σ′ =

(0; e′1, . . . , e
′
r; δ) with ei = e′i + χJ(i) and e′i ≥ 2 for all i.

Then σ belongs to the following list:

(0; 2, 3; 1);
(0; 2, 3, e3; 0), with e3 = 7, 8, 9;
(0; 2, 4, e3; 0), with e3 = 5, 6, 7;
(0; 2, e2, e3; 0), with (e2, e3) = (5, 5), (5, 6), (6, 6);
(0; 3, e2, e3; 0), with (e2, e3) = (3, 4), (3, 5), (3, 6), (4, 4), (4, 5), (5, 5);
(0; 4, 4, 4; 0), (0; 4, 4, 5; 0), (0; 4, 5, 5; 0), (0; 5, 5, 5; 0);
(0; 2, 2, e3, e4; 0), with (e3, e4) = (2, 3), (2, 4), (2, 5), (3, 3), (3, 4), or (4, 4);
(0; 2, 3, 3, 3; 0), (0; 2, 4, 4, 4; 0), (0; 3, 3, 3, 3; 0), or (0; 4, 4, 4, 4; 0);
(0; 2, 2, 2, 2, 2; 0), (0; 2, 2, 2, 2, 3; 0);
(0; 2, 2, 2, 2, 2, 2; 0).

97
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To prove this lemma (in particular, to show admissibility), we actually need to
know a bit more about the structure of canonical rings associated to signatures in
the above list. So we consider these signatures as examples, and we return to the
proof of this lemma in the final section.

9.2. Canonical rings for small signatures

In this section, we work out some explicit canonical rings with small signature
as base cases for our inductive argument and verify that appropriate inductive
hypotheses hold. These include signatures for which the canonical ring is generated
by 2 or 3 elements, which were classified by Wagreich [Wag80]. We start with the
simplest signatures and work our way up in complexity. The results of these cases
are recorded in Table (IV).

We will use freely standard algorithms for computing generators and relations
for cancellative commutative monoids: for more on this problem in a general con-
text, see for example Sturmfels [Stu96], Rosales–Garćıa-Sánchez–Urbano-Blanco
[RGSUB99], and Chapman–Garćıa-Sánchez–Llena–Rosales [CGSLR06].

Example 9.2.1 (Signature (0; 2, . . . , 2; 0)). First, we present the canonical ring
of a tame, separably rooted stacky curve X with signature σ = (0; 2, . . . , 2︸ ︷︷ ︸

r

; 0). For

r ≤ 3, we have A(σ) < 0 so the canonical ring is trivial. The case r = 4 is treated in
Lemma 7.1.1: signature σ = (0; 2, 2, 2, 2; 0) has canonical ring R = k[x2], generated
by a single element in degree 2 with no relations.

Suppose that r = 5. We exhibit a (minimal) toric presentation, following
section 7.1. We have that Eff(σ) has saturation s = 4 and m = lcm(1, 2, . . . , 2) = 2.
Therefore by Proposition 7.2.3, as an upper bound, the canonical ring is generated
in degree at most 2 + 4 = 6 with relations of degree at most 12. We have

deg⌊dD⌋ = −2d+ 5⌊d/2⌋ =

{
d/2, if d is even;

(d− 5)/2, if d is odd.

So for d = 0, 1, 2, . . . we have

dimH0(X , dKX ) = 1, 0, 2, 0, 3, 1, 4, 2, 5, 3, 6, . . . .

so Π is generated by

(2, 0), (2, 1), (4, 0), (4, 1), (4, 2), (5, 0), (6, 0), (6, 1), (6, 2), (6, 3)

for which a minimal set of generators is given by

(2, 0), (2, 1), (5, 0).

Visibly, the only monoid relation is 2(5, 0) = 5(2, 0). Therefore, by Proposi-
tions 7.1.8 and 7.1.11, the canonical ring has a presentation R = k[y5, x1, x2]/I
with

in≺(I) = ⟨y25⟩
under grevlex. Thus the Poincaré polynomial of R is P (R≥1; t) = 2t2 + t5 and the
Poincaré polynomial of I is P (I; t) = t10.

Next consider r = 6. We now have s = 2, and an analysis similar to the
previous paragraph yields that Π is minimally generated by

(2, 0), (2, 1), (2, 2), (3, 0).
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A minimal set of relations among these generators is given by

2(2, 1) = (2, 2) + (2, 0) and 2(3, 0) = 3(2, 0).

Indeed, the reduction algorithm explained in the proof of Proposition 7.2.3 allows
us to write every element of Π uniquely in the form

{(2, 1), (3, 0)}+ Z≥0{(2, 0), (2, 2)}.
It follows that the canonical ring has presentation R = k[y3, x1, x2, x3]/I with

in≺(I) = ⟨y23 , x2
2⟩

under grevlex. Now P (R≥1; t) = 3t2 + t3 and P (I; t) = t6 + t4.
Finally, we complete the presentation by induction, using Theorem 8.5.1, with

the base case r = 6. We conclude that

P (R≥1; t) = 3t2 + t3 + (r − 6)(t2 + t3) = (r − 3)t2 + (r − 5)t3

and if Ir is the canonical ideal for some r, then for r ≥ 7 we have

P (Ir; t) = P (Ir−1; t) + (t2 + t3)P (Rr−2,≥1; t)

= P (Ir; t) + (t2 + t3)((r − 5)t2 + (r − 7)t3)

= P (Ir; t) + (r − 7)t6 + 2(r − 6)t5 + (r − 5)t4

=
(r − 7)(r − 8) + 1

2
t6 + (r − 6)(r − 7)t5 +

(r − 5)(r − 6) + 1

2
t4.

In any case, we find that R is minimally generated in degrees 2, 3 with minimal
relations in degrees 4, 5, 6.

Example 9.2.2 (Signature (0; 2, 2, 2, 2, e; 0)). Next, we consider the canonical
ring of a tame, separably rooted stacky curve X with signature (0; 2, 2, 2, 2, e; 0)
and e ≥ 3.

We begin with the case e = 3. In a manner similar to Example 9.2.1, we find
the following. Minimal generators for Π are

(2, 0), (2, 1), (3, 0), (6, 4)

with monoid relations 2(3, 0) = 3(2, 0) and 4(2, 1) = (6, 4) + (2, 0). However, to
simplify the presentation we appeal to Proposition 7.3.12: the generator corre-
sponding to (6, 4) is superfluous: we have 6 = 2 + 4 = 3 + 3 and correspondingly
ϵ = (0, 0, 0, 0, 1), (1, 1, 1, 1, 0) so (i) holds and (ii) follows from deg⌊6D⌋ = 4 ≥
−1 + 5 = 4. Thus

R ≃ k[y3, x2, x1]/I

where x2, x1 in degree 2 correspond to (2, 1), (2, 0) and y3 in degree 3 to (3, 0) and
I is principal, generated by a polynomial of degree 8. If we take grevlex, we have
leading term y23x2; thus P (R≥1; t) = t3 + 2t2 and P (I; t) = t8.

We claim that the signature ((0; 2, 2, 2, 2, 3; 0), {5}) is admissible. From the
above description, we have − ordQ5

(xi) ≤ ⌊4/3⌋ = 1 and − ordQ5
(y3) = ⌊6/3⌋ = 2.

So for (Ad-i), we take the generator y3; for (Ad-ii), we compute that λ5(xi) ≤
1/2 < 1 − 1/3 = 2/3; for (Ad-iii), we appeal to Lemma 8.6.5(iii) which applies to
the case #J = 1, and we need only to note that 3 ≥ sat(σ′) − 1 = 2. This proves
the claim.

However, we will need a bit more to conclude minimality from Theorem 8.6.7(d):
we require also that the canonical ideal is generated by quadratics. For this, we
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compute the canonical ring for signature e = 4: the minimal generators correspond-
ing to the monoidal elements (4, 3), (3, 0), (2, 1), (2, 0) yield two quadratic relations
in degrees 6 with terms y4x2 and y23 .

Next, we consider the canonical rings for the special signature (0; 2, 3, 7; 0).

Example 9.2.3 (Signature (0; 2, 3, 7; 0)). The quantity A = −χ > 0 is minimal
for the signature (0; 2, 3, 7; 0) and A = degD = 1/42, by the classical theorem of
Hurwitz. We have Π<42 = {(d, 0) : d ∈ Eff(D)} since deg(dD) < 1 in these cases,
and so it follows from Proposition 7.2.11 that Π is generated by

ν1 = (6, 0), ν2 = (14, 0), ν3 = (21, 0), ν4 = (42, 1).

The monoid Π and these generators looks as follows:

bc b bc b bc bc b bc bc bc bc bc bc bc bc bc bc bc bc bc bc
b

bc bc bc bc bc
bc

bc bc bc bc bc bc
bc

bc bc
bc

bc bc bc bc
bc

A minimal set T of relations among these generators is

2(21, 0) = 3(14, 0) = 7(6, 0).

Therefore, by Propositions 7.1.8 and 7.1.11, the canonical ring has a presentation

R ≃ k[x42, x21, x14, x6]/I

where

I = ⟨x2
21 − c′[1]x

3
14 − c[1]x42, x3

14 − c′[2]x
6
7 − c[2]x42⟩

and deg(xd) = d, and constants in k with c′[1]c
′
[2] ̸= 0. With respect to a graded

term order respecting the order of pole, say

x2
21 ≻ x3

14 ≻ x7
6 ≻ x42,

we have in≺(I) = ⟨x2
21, x

3
14⟩.

However, there are at least two ways to see that the generator x42 is redundant.
First, we have unique lifts

µ1 = (6,−12; 3, 4, 5), µ2 = (14,−28; 7, 9, 12),

µ3 = (21,−42; 10, 14, 18), µ4 = (42,−85; 21, 28, 36)
(9.2.4)

of the νi as in section 7.1; since 7µ1 ̸= 3µ2 and 3µ2 ̸= 2µ3 (which boils down to
the fact that the three stacky points are distinct), we must have c[1]c[2] ̸= 0. (One

obtains c[1] = c[2] = 0 by a twist of the closed embedding P1 ↪→ P(6, 14, 21, 42) by
[s : t] 7→ [t6 : t14 : t21 : s42]; the image requires a generator in degree 42 but is not
a canonical embedding.) Second, we can appeal to Proposition 7.3.12: we have

42 = 21 + 21 = 14 + 28 = 6 + 36

and correspondingly we have ϵ = (1, 0, 0), (0, 1, 0), (0, 0, 1) so (i) holds, and (ii)
deg⌊42D⌋ = 1 ≥ −1+2 = 1. (This also shows that in some sense Proposition 7.3.12
is sharp.)

Consequently, the generator x42 is superfluous, and we have

R ≃ k[x21, x14, x6]/I where I = ⟨x2
21 + b14x

3
14 + b6x

7
6⟩

with b14, b21 ∈ k, so in≺(I) = ⟨x2
21⟩ under grevlex. Thus X is a curve in the

weighted plane P(21, 14, 6), thus P (R≥1; t) = t6 + t14 + t21 and P (I; t) = t42.
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If z is a coordinate on P1, we can recover this via the generators fd as in (7.3.9)
directly: if ai = z(Pi) ̸= ∞ for i = 1, 2, 3, then from (9.2.4) we have

f6 =
1

(z − a1)3(z − a2)4(z − a3)5
, f14 =

1

(z − a1)7(z − a2)9(z − a3)12
,

f21 =
1

(z − a1)10(z − a2)14(z − a3)18

(9.2.5)

and the map k[x6, x14, x21] → R by xd 7→ fd of graded k-algebras has kernel
generated by

(a3 − a2)x
2
21 + (a1 − a3)x

3
14 + (a2 − a1)x

7
6.

Here we see the importance of the values a1, a2, a3 being distinct.
For an alternative perspective on this example from the point of view of modular

forms, see work of Ji [Ji98].

Example 9.2.6 (Signature (0; 2, 3, e; 0)). Next we present the canonical ring of
a tame, separably rooted stacky curve X with signature (0; 2, 3, e; 0) with e ≥ 8.

First we treat the cases e = 8, 9, 10 individually. The argument is very similar
as in Example 9.2.3, so we only record the results.

For e = 8, we have saturation s = 26 and m = 24, with minimal generators for
Π as

(6, 0), (8, 0), (15, 0), (24, 1)

and relations
2(15, 0) = 5(6, 0) and 3(8, 0) = 4(6, 0).

The simplification proposition (Proposition 7.3.12) applies with

24 = 6 + 18 = 8 + 16 = 12 + 12

and correspondingly ϵ = (0, 0, 1), (0, 1, 0), (0, 0, 1), so the generator (24, 1) is super-
fluous and the corresponding relation in R of degree 24 is linear in this generator.
Thus it is enough to take generators for R associated to the monoid elements
(6, 0), (8, 0), (15, 0), and we have a presentation

R8 ≃ k[x15, x8, x6]/I8

with in≺(I8) = ⟨x2
15⟩.

For e = 9, we have saturation s = 20 and m = 18, with minimal generators for
Π as

(6, 0), (8, 0), (9, 0), (18, 1)

and relations
2(9, 0) = 3(6, 0) and 3(8, 0) = 4(6, 0).

the generator (18, 1) is superfluous, and we find

R9 ≃ k[y9, x8, x6]/I9

with in≺(I9) = ⟨y29x6⟩ under an order eliminating y9 (or ⟨x3
8 under grevlex).

We have an inclusion of canonical rings R8 ↪→ R9 which sends x15 7→ x6x9

(the pole orders uniquely define this function up to scaling), so in particular the
generator in degree 15 is redundant. Moreover, I8R9 = x6I9, and in particular the
relation in R8 of degree 30 is implied by the relation in R9 of degree 24.

For e = 10, we compute a minimal presentation in three ways. First, we use
the monoidal approach. We compute that Π is generated by

(6, 0), (8, 0), (9, 0), (10, 0), (18, 1), (20, 1), (30, 2)
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with relations

2(8, 0) = (10, 0) + (6, 0), (10, 0) + (8, 0) = 3(6, 0),

2(9, 0) = 3(6, 0), 2(10, 0) = (8, 0) + (6, 0)

plus relations involving the terms (18, 1), (20, 1), (30, 2); the simplification proposi-
tion applies to these latter three, so in particular the relations in degree 18 and 20
must be linear in the associated generators. On the other hand, the 4 remaining
generators are minimal, as can be seen directly by their degree and pole orders.
Therefore we simply have

R10 ≃ k[y10, y9, x8, x6]/I10

with

in≺(I10) = ⟨y10x8, y10x6⟩
in grevlex. Second, we work directly with the rational functions, as in (9.2.5). We
have

f6 =
1

(z − a1)3(z − a2)4(z − a3)5
, f8 =

1

(z − a1)4(z − a2)5(z − a3)7
,

f9 =
1

(z − a1)4(z − a2)6(z − a3)8
, f10 =

1

(z − a1)5(z − a2)6(z − a3)9
.

and a Gröbner basis computation gives

I10 = ⟨y10x6 − x2
8, (a3 − a1)y10x8 + (a2 − a3)y

2
9 + (a1 − a2)x

3
6⟩.

Finally, we can argue with explicit bases as below, where we give a presentation
under (vanilla) grevlex. In any case, we conclude that P (R10,≥1; t) = t10+t9+t8+t6

and P (I10; t) = t18 + t16.
By lemma 8.6.6, ((0; 2, 3, 9; 0), {3}) is admissible. Therefore, by Theorem 8.6.7

we obtain a minimal presentation (in a block term order) for e ≥ 11: we conclude
that P (Re,≥1; t) = te + te−1 + · · ·+ t8 + t6 and

Re ≃ k[ye, ye−1, . . . , y10, y9, x8, x6]/Ie

with

in≺(Ie) = ⟨yixj : 10 ≤ i ≤ e, j = 6, 8⟩
+ ⟨yiyj : 9 ≤ i < j ≤ e, j ̸= i+ 1⟩

so

P (Ie; t) = P (Ie−1; t) + teP (Re−2,≥1; t).

By induction, one can show

P (Ie; t) =
∑

16≤i≤2e−2

min(⌊i/2⌋ − 7, e− 1− ⌈i/2⌉)ti.

In any case, degP (Re,≥1; t) = e and degP (Ie; t) = 2e− 2 < 2e. This presentation
is minimal.

We conclude this example with a complementary approach, which works with
an explicit basis and gives the grevlex generic initial ideal. Suppose e ≥ 10, and let
Q denote the stacky point with order e. We have 6, 8, 9, . . . , e ∈ Eff(D), so for these
degrees let xi ∈ H0(X , iKX ) be a general element. We claim that the elements

xa
exix

a
6 and xa

ex8xe−1x
a
6 (9.2.7)



9.2. CANONICAL RINGS FOR SMALL SIGNATURES 103

with a, b ≥ 0 and i ̸= 6, e are a basis for the canonical ring. We argue inductively.
Let Vd = H0(X , dKX ). We have dimVd = 1 for d = 6, 8, 9, . . . , e, and dimVd = 0
for d ≤ 5 or d = 7, so we get generators in those degrees. Next, we have dimVd+6 =
1 + dimVd for n = 6 or 8 ≤ d ≤ e − 6, and since the multiplication by x6 map is
injective, Vd+6 is generated over x6Vd by a minimal generator xd, and the generation
claim so far holds for d ≤ e. For 1 ≤ i ≤ 6, x6Ve+6−i ⊂ Ve+i is an equality. We
have x6Ve+1 ⊂ Ve+7 with codimension one, and the monomial x8xe−1 spans the
complement, since

− ordQ(f) ≤ e+ 4 < e+ 5 = − ordQ(x8xe−1) for all f ∈ x6Ve+1.

Finally, for d ≥ e+ 8, comparing floors gives that x6Vd−6 ⊂ Vd is always either an
equality or of codimension one; in the first case the claim holds, and in the second
case comparing poles at Q gives that Vd is generated over x6Vd−6 by xez, where
z ∈ Vd−e is the monomial of the form (9.2.7) of degree d − e minimizing ordQ(z).
This concludes the proof of the claim that (9.2.7) is a basis for Re.

We now equip the ring k[xe, . . . , x8, x6] with grevlex, and can now directly
deduce the relations in the following way. The elements xixj with 6 < i ≤ j < e
are not in this spanning set, spawning a relation. Since x6 is last in the ordering,
we have

xixj ≻ xa
6xkx

b
e

unless a = 0; but the term xkx
b
e cannot occur in any relation, since it is the unique

monomial of degree i+ j with a pole at Q of maximal order. The leading term of
this relation is thus xixj . Finally, any element not in this spanning set is divisible
by such an xixj , so the generic initial ideal is thus

gin≺(Ie) = ⟨xixj : 8 ≤ i ≤ j ≤ e− 1, (i, j) ̸= (8, e− 1)⟩.

It is perhaps not immediately obvious, but it is nevertheless true, that these ideals
have a common Poincaré generating polynomial P (Ie; t).

The next example, of signature (0; 2, 4, e; 0), is essentially the same as Exam-
ples 9.2.3 and 9.2.6, so we will be more brief.

Example 9.2.8 (Signature (0; 2, 4, e; 0)). Now we consider tame, separably
rooted stacky curves with signature σ = (0; 2, 4, e; 0) and e ≥ 5.

For e = 5, we have saturation s = 22 and Π is generated by

(4, 0), (10, 0), (15, 0), (20, 1);

the simplification proposition shows the generator associated to (20, 1) is super-
fluous, and the remaining monoidal relation 2(15, 0) = (10, 0) + 5(4, 0) gives a
presentation

R5 ≃ k[y15, x10, x4]/I5

with in≺(I5) = ⟨y215⟩. For e = 6, we similarly obtain

R6 ≃ k[y11, x6, x4]/I6

with in≺(I6) = ⟨y211⟩. The case e = 7 requires several further applications of the
simplification proposition to show that monoidal generators in degrees 12, 14, 20, 28
are superfluous; nevertheless, we have

R7 ≃ k[y7, x6, x4]/I7
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with in≺(I7) = ⟨y27x4⟩ in elimination order (and in≺(I7) = ⟨x3
6⟩ in grevlex). Finally,

for e = 8, we obtain
R8 ≃ k[y8, y7, x6, x4]/I8

with in≺(I8) = ⟨y8x6, y8x4⟩ in elimination order.
By Lemma 8.6.6, ((0; 2, 4, 7; 0), {3}) is admissible. Thus, for e ≥ 9, we ob-

tain from Theorem 8.6.7 a minimal presentation (in a block term order); we have
P (Re,≥1; t) = te + · · ·+ t6 + t4 and P (Ie; t) = P (Ie−1; t) + teP (Re−2,≥1; t).

We obtain in a similar way an explicit basis and the grevlex generic initial ideal.
Suppose e ≥ 9 and let Q be the stacky point with order e. For i = 4, 6, 7, . . . , e,
let xi ∈ H0(X , iKX ) be a general element. Then a basis for the canonical ring is
given by

xa
exix

b
4 and xa

ex6xe−1x
b
4 (9.2.9)

where a, b ≥ 0 and i ̸= 4, e. The argument is the same as in Example (9.2.6).
span the canonical ring. We argue inductively (where for brevity we set Vn =
H0(X , nKX )): If we equip the ring k[xe, . . . , x6, x4] with grevlex, then we obtain
the generic initial ideal as

gin≺(I) = ⟨xixj : 4 < i ≤ j < e, (i, j) ̸= (6, e− 1)⟩.

Example 9.2.10 (Signatures (0; 2, e2, e3; 0)). To conclude the family of triangle
groups with e1 = 2, we consider signatures σ = (0; 2, e2, e3; 0) with e2, e3 ≥ 5.

For σ = (0; 2, 5, 5; 0), as above we obtain

R5,5 ≃ k[y10, x5, x4]/I5,5

with in≺(I5,5) = ⟨y210⟩; for σ = (0; 2, 5, 6; 0) we have

R5,6 ≃ k[y6, x5, x4]/I5,6

where in≺(I5,6) = ⟨y26y4⟩.
However, for σ = (0; 2, 5, 7; 0), something interesting happens. We compute

after simplification that a minimal generating set corresponds to the monoidal ele-
ments

(4, 0), (5, 0), (6, 0), (7, 0).

We obtain rational functions

f4 =
1

(z − a1)2(z − a2)3(z − a3)3
, f5 =

1

(z − a1)2(z − a2)4(z − a3)4
,

f6 =
1

(z − a1)3(z − a2)3(z − a3)3
, f7 =

1

(z − a1)3(z − a2)5(z − a3)6

and a presentation
R5,7 ≃ k[y7, y6, x5, x4]/I5,7

with

I5,7 = ⟨(a2 − a3)y7x5 + (a3 − a1)y
2
6 + (a1 − a2)x

3
4,

y7x4 − y6x5,

(a1 − a3)y
2
6x4 + (a3 − a2)y6x

2
5 + (a2 − a1)x

4
4⟩.

However, the generator with leading term y26x4 is not a minimal generator; it is
obtained as an S-pair from the previous two relations as

x4y7x5 − x5y7x4.

Nevertheless, the image is a weighted complete intersection in P(7, 6, 5, 4).
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By Lemma 8.6.6, ((0; 2, 5, 6; 0), {3}) is admissible. From here, we can induct
using Theorem 8.6.7 (though it appears that there is always an extra cubic relation
in the Gröbner basis).

For σ = (0; 2, 6, 6; 0), we have

R6,6 ≃ k[y6,2, y6,1, x5, x4]/I6,6

with I generated by quadratic relations. By Lemma 8.6.6, ((0; 2, 6, 6; 0), J) is ad-
missible with J = {3}, {2, 3}, and again, we can induct using Theorem 8.6.7. In
a manner analogous to the previous examples, one could work out explicitly the
structure of the canonical ring as well as the Poincaré generating polynomials.

Example 9.2.11 (Large triangle groups). We now conclude the remaining tri-
angle group signatures σ = (0; e1, e2, e3; 0), with e1, e2 ≥ 3 and e3 ≥ 4.

The cases σ = (0; 3, 3, e; 0) with e = 4, 5, 6 are weighted plane curves of degrees
24, 18, 15 in P(12, 8, 3),P(9, 5, 3),P(6, 5, 3), respectively. For σ = (0; 3, 3, 7; 0) we
have

R3,3,7 ≃ k[y7, y6, x5, x3]/I3,3,7

with in≺(I3,3,7) = ⟨y7x5, y7x3⟩. We then induct from the admissibility of the
pair ((0; 3, 3, 6; 0), {3}). Alternatively, we have generators general elements xi ∈
H0(X , iKX ) for i = 3, 5, 6, . . . , e, and a basis

xa
exix

a
3 and xa

exe−1x5x3

with a, b ≥ 0 and 5 ≤ i ≤ e− 1; this gives in grevlex

gin≺(I3,3,e) = ⟨xixj : 5 ≤ i ≤ j ≤ e− 1, (i, j) ̸= (5, e− 1)⟩
⊂ k[xe, xe−1, . . . , x5, x3].

In a similar way, σ = (0; 3, 4, e; 0) with e = 4, 5 are weighted plane curves of
degree 16, 16 in P(8, 4, 3),P(5, 4, 3), respectively, and for σ = (0; 3, 4, 6; 0) we have

R3,4,6 ≃ k[y6, y5, x4, x3]/I3,4,6

with in≺(I3,4,6) = ⟨y6x4, y6x3⟩. The remaining cases follow from the admissibility
of ((0; 3, 4, 5), {3}).

If σ = (0; 3, 5, 5; 0) we have

R3,5,5 ≃ k[y5, y4, x5, x3]/I3,5,5

with in≺(I3,5,5) = ⟨y5x5, y5x3⟩ and ((0; 3, 5, 5; 0), J) with J = {3}, {2, 3} are admis-
sible.

The remaining cases with e1 ≥ 4 follow similarly. For signature (0; 4, 4, 4; 0) we
have a weighted plane curve of degree 12 in P(4, 4, 3), and for σ = (0; 4, 4, 5; 0) we
have

R4,4,5 ≃ k[y5, y4, x4, x3]/I4,4,5

with in≺(I4,4,5) = ⟨y5x4, y5x3⟩ of the expected shape. The pair ((0; 4, 4, 5; 0), {3})
is admissible.

For signature (0; 4, 5, 5; 0) we have a curve in P(5, 5, 4, 4, 3) and admissibility
with J ⊆ {2, 3}. Finally, for (0; 5, 5, 5; 0) we have a curve in P(5, 5, 5, 4, 4, 3) and
admissibility with J ⊆ {1, 2, 3}.

Example 9.2.12 (Quadrilateral groups). Next, we consider quadrilateral signa-
tures σ = (0; e1, e2, e3, e4; 0) with e1, e2, e3 ≥ 2 and e4 ≥ 3. For σ = (0; 2, 2, 2, e; 0)
with e = 3, 4, 5 we have a weighted plane curve of degree 18, 14, 12 respectively in
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P(9, 6, 2),P(7, 4, 2),P(5, 4, 2), and for e = 6 we have a weighted complete intersec-
tion in P(6, 5, 4, 2) of bidegree (8, 10) with the expected shape. We claim that for
σ′ = (0; 2, 2, 2, 5; 0) and J = {4} we have (σ′, J) admissible, and for e = 6 we have
quadratic relations, thus covering the remaining signatures. We have a presentation
R ≃ k[y5, x4, x2]/I with − ordQ4

(y5) = 4, so we take the generator y5 for (Ad-i);
we have

λ4(x4) = 3/4, λ4(x2) = 1/2

with both < 1 − 1/6 = 4/5 so (Ad-ii) holds; and finally (Ad-iii) holds, again by
Lemma 8.6.5(iii) as 5 ≥ 4− 1 = 3.

Second, we consider the case (0; 2, 2, 3, e; 0) with e ≥ 3. The first case, with
σ = (0; 2, 2, 3, 3; 0), requires some analysis. The monoid Π is generated by the
elements (2, 0), (3, 0), (6, 1), (6, 2) and looks like:
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A minimal set of relations is 2(3, 0) = 3(2, 0) and 2(6, 1) = (6, 2) + 2(3, 0). We
now simplify this presentation for the corresponding ring and conclude that one of
the generators (6, 1), (6, 2) is redundant, as follows. The elements of ◊ correspond-
ing to (2, 0) and (3, 0) are (2,−4; 1, 1, 1, 1) and (3,−6; 1, 1, 2, 2), and so the span
contains the linearly independent functions with support tuples (6,−12; 3, 3, 3, 3)
and (6,−12; 2, 2, 4, 4). More precisely, from Lemma 7.3.6 and equations (7.3.10)–
(7.3.11), we compute ϵi(2, 4) = 0, 1 and ϵi(3, 3) = 1, 0 for i = 1, 2 and i = 3, 4,
respectively, so h2,4 = (t− a3)(t− a4) and h3,3 = (t− a1)(t− a2) where ai = z(Pi),
and the image of the multiplication maps is spanned by f6 · {h2,4, h3,3}. Taking
linear combinations, we see that we can obtain a function with projected support
tuple (6, 1) unless a1 − a3 = a2 − a4 = 0 or a1 − a4 = a2 − a3 = 0. Since the stacky
points are distinct, this cannot occur, so we need only one additional generator in
degree 6, and canceling this generator removes the first relation. Put another way,
we compute directly with the functions

f2 =
1

(z − a1)(z − a2)(z − a3)(z − a4)
,

f4 =
1

(z − a1)(z − a2)(z − a3)2(z − a4)2
,

f6,1 =
1

(z − a1)3(z − a2)3(z − a3)4(z − a4)4
, f6,2 = zf6,1.

We find the presentation

R ≃ k[x6,1, x6,2, x4, x2]/I

where

I = ⟨(a1 + a2 − a3 − a4)x6,1 + (a3a4 − a1a2)x6,2 + x2
3 − x3

2,

x2
6,1 − a3a4x

2
6,2 − (a3 + a4)x6,2x6,1 − x6,2x

3
2⟩.

Again, we have ⟨a1+a2−a3−a4, a1a2−a3a4⟩ = ⟨a1−a3, a2−a4⟩∩⟨a1−a4, a2−a3⟩.
Since the stacky points are distinct, we conclude that R = k[x6, x3, x2]/I where
in≺(I) = ⟨x2

6⟩, and we obtain a weighted plane curve of degree 12 in P(6, 3, 2).
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In a like manner, for (0; 2, 2, 3, 4; 0) we have a weighted plane curve of degree 13
in P(4, 3, 2) and for (0; 2, 2, 3, 5; 0) we have a weighted complete intersection in
P(5, 4, 3, 2) of bidegree (7, 8) with quadratic relations. By now, it is routine to
verify that for σ′ = (0; 2, 2, 3, 4; 0) and J = {4} we have (σ′, J) admissible.

For (0; 2, 2, e3, e4; 0) and e3, e4 ≥ 4: with (0; 2, 2, 4, 4; 0) we have a weighted
complete intersection in P(4, 4, 3, 2) of bidegree (6, 8). By Lemma 8.6.6, σ′ =
(0; 2, 2, 4, 4; 0) has (σ′, J) admissible for J ⊆ {3, 4}; we claim that it admits an
admissible presentation with quadratic relations. The presentation

R ≃ k[y4,1, y4,2, x3, x2]/I

can be taken with

− ordQ3
(y4,1) = − ordQ4

(y4,2) = 3 and − ordQ4
(y4,1) = − ordQ3

(y4,2) = 2,

and these imply (Ad-i) and (Ad-ii). Condition (Ad-iii) when J = {3, 4} is automat-
ically satisfied whenever deg⌊(4 + d)D⌋ ≥ 1 ≥ η(i, d), and this holds for 4 + d ≥ 6.
Lemma 8.6.5(iii) implies (Ad-iii) as it is enough to know that 4 ≥ sat(Eff(σ′))−1 =
1.

For (0; 2, e2, e3, e4; 0) and e2, e3, e4 ≥ 3, for σ = (0; 2, 3, 3, 3; 0) we have a
weighted plane curve of degree 9 in P(3, 3, 2) and (σ′, J) admissible for J ⊆ {3, 4};
for σ = (0; 2, 3, 3, 4; 0) we have a weighted complete intersection in P(4, 3, 3, 2) of
bidegree (6, 7) with quadratic relations, and we check that σ′ = (0; 2, 3, 3, 4; 0)
has (σ′, J) admissible for J ⊆ {2, 3, 4}; for σ = (0; 2, 4, 4, 4; 0) we have a curve in
P(4, 4, 4, 3, 3, 2) with quadratic relations, and we check that σ′ = (0; 2, 4, 4, 4; 0) has
(σ′, J) admissible for J ⊆ {2, 3, 4}.

Finally, for (0; e1, e2, e3, e4; 0) with ei ≥ 3, for σ′ = (0; 3, 3, 3, 3; 0) we have
a weighted complete intersection in P(3, 3, 3, 2) of bidegree (6, 6) and (σ′, J) ad-
missible for J ⊆ {2, 3, 4}; and then finally for σ′ = (0; 4, 4, 4, 4; 0) we have a
curve in P(4, 4, 4, 4, 3, 3, 3, 2) with quadratic relations, and (σ′, J) is admissible for
J ⊆ {1, 2, 3, 4}.

Example 9.2.13 (Hecke groups). A presentation for the Hecke groups with
signature (0; 2, e; 1) for e ≥ 3 were worked out by Ogg [Ogg69, §1] and Knopp
[Kno88]. (The canonical ring for σ = (0; 2, 2; 1) is k[x2] with a single generator in
degree 2.)

For e = 3 we obtain k[y3, x2], the polynomial ring in variables of degrees 3, 2;
seen directly, we have Π generated by (2, 0), (3, 0), (6, 1) and one relation 3(2, 0) =
2(3, 0), and in the presentation

I = ⟨x2
3 − c′x3

2 − cx6⟩

we have c ̸= 0 for the same two reasons as in Example 9.2.3, and a third reason
that if c = 0 then R/I is has a singularity at (0 : 0 : 1); in any event, the generator
x6 is superfluous, and R ≃ k[x2, x3].

We verify that ((0; 2, 3; 1), {2}) is admissible in a straightforward way.
In general, for e ≥ 3, we have that sh(Π ∩ Z2) is minimally generated by

(2, 0), (3, 0), (4, 1), (5, 1), (6, 2), . . . , (e, ⌊e/2⌋ − 1)

together with (2e, e− 2) if e is odd. For e = 7, this looks like:
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The potential generator at (2e, e− 2) if e is odd is superfluous. Applying Proposi-
tion 7.3.12: for (i) we have ϵ1(2, 2e − 2) = 0 and ϵ2(e, e) = 0, and for (ii) we have
m2e ≥ r = 2. It follows that P (R≥1; t) = t2 + t3 + · · · + te. Let xi = f(µi) with
νd = (d,−2d + 1 − ⌊d/2⌋) for d = 2, . . . , e be the corresponding generators. (The
corresponding generators in ◊ ∩ Z5 are

µd = (d,−2d+ 1− ⌊d/2⌋; ⌊d/2⌋, d− 1; d)

for d = 2, . . . , e.)
A minimal set T of relations is given, for 3 ≤ i ≤ j ≤ e− 1:

νi + νj =


ν2 + νi+j−e−2 + νe, if i+ j ≥ e+ 4 and i, j both odd;

2ν2 + νi+j−4, if i+ j < e+ 4 and i, j both odd;

νi+j−e + νe, if i+ j ≥ e+ 2 and i, j not both odd;

ν2 + νi+j−2, if i+ j < e+ 2 and i, j not both odd.

The reason is that these relations are “greedy”: they express any such sum νi+νj by
a sum containing the largest generator possible. It follows from Proposition 7.1.11
that the initial ideal for I, as well as the generic initial ideal since there is a unique
generator in each degree, is

gin≺(I) = in≺(I) = ⟨x3, . . . , xe−1⟩2;
Therefore X sits in P(2, 3, . . . , e), we have

Φ(R; t) =
1 + t3 + · · ·+ te−1

(1− t2)(1− te)
=

(1 + t3 + · · ·+ te−1)(1− t3) · · · (1− te−1)

(1− t2) · · · (1− te)

and P (I; t) =

(
e− 3

2

)
t2.

Example 9.2.14 (Generalized Hecke groups). Finally, we consider the signa-
ture (0; e, e; 1) with e ≥ 3. See O’Dorney [O’D15, Theorem 6] for a particular pre-
sentation of this ring; we may also induct from the admissible pair ((0; 3, 3; 1), J)
with J ⊆ {1, 2}. We give the generic presentation through a direct method. By
Remark 5.6.5, we may assume in this calculation that the stacky points are 0,∞
and the log point is also at ∞—this does not violate our definitions, since we are
in this example computing the homogeneous coordinate ring of a divisor and then
claiming that it computes the log canonical ring as a graded ring up to isomorphism.

Then taking KX = −2 ·∞, we have KX +∆ = ((e−1)/e) ·0+(−1/e) ·∞, and

Vd = H0(X , d(KX +∆)) = ⟨ta : d/e ≤ a ≤ d(e− 1)/e⟩ . (9.2.15)

For 2 ≤ d ≤ e (resp. 3 ≤ d ≤ e) let xd ∈ Vd (resp. yd ∈ Vd) be a general element.
We equip k[ye, xe, ye−1, . . . , x3, x2] with the (weighted graded) reverse lexicographic
order.

We claim that the canonical ring is spanned by monomials of the form

xb
exsx

a
2 , yex

b
exsx

a
2 , and ytx

a
2 , with s = 2, . . . , e and t = 3, . . . , e. (9.2.16)
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Indeed, by the dimension formula, we see that the codimension of x2Vd ⊆ Vd+2

is either 0 (if d ≡ −1, 0 (mod e)) or 2 (otherwise), and in the latter case Vd+2 is
spanned by x2Vd and xd+2, yd+2 if d + 2 ≤ e and by xb

exs and yex
b−1
e xs (where

s+ be = d+ 2) otherwise; the claim follows by induction.
We then claim that the generic initial ideal is

⟨xixj : 3 ≤ i, j ≤ e− 1⟩+ ⟨xiyj : 3 ≤ i ≤ e, 3 ≤ j ≤ e− 1⟩+ ⟨yiyj : 3 ≤ i ≤ j ≤ e⟩.
(9.2.17)

Moreover, inspection of leading monomials gives that these are minimal generators.
First, we show that there exist relations with these as leading terms. A monomial
among (9.2.17) is not in the spanning set (9.2.16), so there is a relation expressing
this monomial in terms of monomials of the form (9.2.16). By the term order, the
monomial dominates any term with a > 0 as well as any term with a = 0 and s or
t < i, j. By degree considerations, the only remaining possibilities are d = i+ j ≤ e
and the monomials xd, yd. But xd, yd are required minimal generators, so they
could not occur in any nontrivial relation.

To conclude, we simply observe that any monomial not among (9.2.16) is di-
visible by a monomial in the linear span of (9.2.17). It follows in fact that (9.2.16)
is a basis for R as a k-vector space.

9.3. Conclusion

To conclude, we prove our main theorem in genus 0. We return to Lemma 9.1.2,
providing us a list of signatures from which we can induct.

Proof of Lemma 9.1.2. We address each signature each in turn.
First, condition (G-i) allows us to discard those signatures with large effective

monoids. If r = 0, then we are in the classical log case; if r ≥ 1, then any signature
not in Lemma 7.2.13(i)–(v) root dominates a subsignature σ′ with Eff(σ′) ⊇ Z≥2,
so (G-i) is violated. So we need only consider the following signatures σ:

(i) (0; e1, e2; 1) with ei ≥ 2 (and 1− 1/e1 − 1/e2 > 0);
(ii) (0; e1, e2, e3; 0), with ei ≥ 2 (and 1− 1/e1 − 1/e2 − 1/e3 > 0);
(iii) (0; e1, e2, e3, e4; 0), with ei ≥ 2 (and e4 ≥ 3);
(iv) (0; 2, 2, 2, 2, e5; 0), with e5 ≥ 2; or
(v) (0; 2, 2, 2, 2, 2, 2; 0).

For the purposes of this proof, we say the signature σ = (0; e1, . . . , er; 0) passes
via J if (σ′, J) violates (G-ii), and σ passes if it passes for some J , so in particular it
is not on the list of exceptions in the lemma. Following the examples in section 9.2,
organized by complexity, we consider this list in reverse order.

Case (v) was considered in Example 9.2.1, and its canonical ring computed
directly; it belongs on the list as (G-i) and (G-ii) both hold. For a function f and
point Qi we write λi(f) = − ordQi(f)/ deg f .

Next in line is case (iv). Also in Example 9.2.1, the canonical ring for the signa-
ture (0; 2, 2, 2, 2, 2; 0) was computed, and it belongs on the list. In Example 9.2.2,
the canonical ring for the signature (0; 2, 2, 2, 2, 3; 0) was computed and (σ′, {5})
was shown to be admissible, whence we need only add the subcases e5 = 2, 3 of
case (iv) to the list.

The remaining cases follow in a similar way. The case (iii) of quadrilateral
groups had computations performed in Example 9.2.12, covering all possibilities.
For case (ii) of triangle groups: the case (0; 2, 3, e; 0) with e ≥ 7 is discussed in
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Examples 9.2.3 and 9.2.6; the case (0; 2, 4, e; 0) with e ≥ 5 is discussed in Exam-
ple 9.2.8; and the remaining triangle groups are considered in Example 9.2.11.

Finally, we consider case (i). The case σ′ = (0; 2, 3; 1) is considered in Exam-
ple 9.2.13, with (σ′, {3}) admissible. In a similar way, we see that ((0; 3, 3; 1), J) is
admissible for J ⊆ {1, 2} with quadratic relations, completing the proof. □

Theorem 9.3.1. Let (X ,∆) be a tame, separably rooted log stacky curve with
signature σ = (0; e1, . . . , er; δ). Then the canonical ring R of (X ,∆) is generated
by elements of degree at most 3e with relations of degree at most 6e, where e =
max(e1, . . . , er).

In fact, R is generated by elements of degree at most e with relations of degree
at most 2e, except for the following signatures:

Signature σ degP (R≥1; t) degP (I; t) degP (R≥1; t)/e degP (I; t)/e

(0; 2, 3, 7; 0) 21 42 3 6

(0; 2, 3, 8; 0) 15 30 15/8 15/4

(0; 2, 3, 9; 0) 9 24 1 8/3

(0; 2, 4, 5; 0) 10 20 2 4

(0; 2, 5, 5; 0) 6 16 6/5 16/5

(0; 3, 3, 4; 0) 12 24 3 6

(0; 3, 3, 5; 0) 9 18 9/5 18/5

(0; 3, 3, 6; 0) 6 15 1 15/6

(0; 3, 4, 4; 0) 8 16 2 4

(0; 3, 4, 5; 0) 5 16 1 16/5

(0; 4, 4, 4; 0) 4 5 1 5/4

(0; 2, 2, 2, 3; 0) 9 18 3 6

(0; 2, 2, 2, 4; 0) 7 14 7/4 7/2

(0; 2, 2, 2, 5; 0) 5 12 1 12/5

(0; 2, 2, 3, 3; 0) 6 12 2 4

(0; 2, 2, 3, 4; 0) 4 13 1 13/4

(0; 2, 3, 3, 3; 0) 3 9 1 3

(0; 2, 2, 2, 2, 2; 0) 5 10 5/2 5

(0; 2, 2, 2, 2, 3; 0) 3 8 1 8/3

(0; 2, . . . , 2︸ ︷︷ ︸
r≥6

; 0) 3 6 3/2 3

Proof. We appeal to Lemma 9.1.2: for any signature not on this list, either
(G-i) is violated, and we may apply either Theorem 8.3.1 or Theorem 8.5.1; or (G-ii)
is violated, and we may apply Theorem 8.6.7 inductively, with further conditions on
minimal quadratic relations obtained in each case. It then follows that if a canonical
ring R′ with signature σ′ is generated by elements of degree e with relations in
degree at most 2e, then the same is true for R.

So to prove the proposition, we need only consider the signatures where these
conditions do not hold, exhibited in Lemma 9.1.2, and then consider the minimal
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signatures strongly dominating these such that the statement holds. But we already
did this in the examples of section 9.2; the results are summarized in the statement
of the proposition. □





CHAPTER 10

Spin canonical rings

In this chapter, we consider an extension of our results to half-canonical di-
visors, corresponding to modular forms of odd weight. For background on half-
canonical divisors on curves, see Mumford [Mum71] and Harris [Har82] and the
references therein. For a similar result for Drinfeld modular forms, see [Cor97].

10.1. Classical case

Let X be a (smooth projective) curve of genus g over a field k. A half-canonical
divisor on X is a divisor L such that 2L = K is a canonical divisor. A half-
canonical divisor is also called a theta characteristic because of a connection to the
theory of Riemann theta functions [Cob82, BL92]. A curve equipped with a theta
characteristic is called a spin curve, following Atiyah [Ati71].

The set of theta characteristics up to linear equivalence forms a principal ho-
mogeneous space for the group J(X)[2] of 2-torsion classes on the Jacobian of
X (classically called period characteristics). A theta characteristic L is even or
odd according to the parity of H0(X,L) (or according to the Arf invariant, iden-
tifying the set of theta characteristics as quadrics in the vector space J(X)[2]).
By Clifford’s theorem, if L is a theta characteristic and dimH0(X,L) = r then
r ≤ (g− 1)/2+ 1—and hyperelliptic curves have theta characteristics of all dimen-
sions r with 0 ≤ r ≤ (g − 1)/2.

The canonical ring of the spin curve (X,L) is

R = R(X,L) =

∞⊕
a=0

H0(X, aL) (10.1.1)

with the canonical ideal analogously defined. For emphasis, we will sometimes
call R(X,L) a spin canonical ring. For compatibility, we give R(X,L) the grading
with H0(X, aL) in degree a/2; thus we have a graded (degree-preserving) injection
R(X) ↪→ R(X,L).

The isomorphism class of a spin canonical ring depends in a significant way on
the spin structure. In general, the locus of curves possessing a theta characteristic
with specified dimension cuts out a substack of the moduli stack of curves. More-
over, the existence of k-rational theta characteristics on X is sensitive to the field
k. For example, if g = 0, then there exists a theta characteristic L over k if and
only if X ≃ P1

k is k-rational: for a spin divisor L has degL = −1 hence the linear

series on −L gives an isomorphism X
∼−→ P1, and conversely. Rather than address

these questions—subjects of their own—we will consider the situation where a theta
characteristic is given and we address the structure of the spin canonical ring.

So let L be a theta characteristic on X, i.e. let (X,L) be a spin curve. The
Hilbert series of R(X,L) is given by Riemann–Roch, as in the case of a full canonical

113
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ring: if dimH0(X,L) = ℓ then

ϕL(X; t) =
1 + (ℓ− 2)t1/2 + (g − 2ℓ+ 1)t+ (ℓ− 2)t3/2 + t2

(1− t1/2)2
.

If g = 0, then degL = −1 so again R = k. If g = 1, then there are three classes
of even characteristics each with dimH0(X,L) = 0, so R(X,L) = R(X) = k[u],
and one class of odd characteristic with dimH0(X,L) = 1, namely L = 0, in which
case R(X) = k[u] ↪→ R(X,L) = k[v] with v2 = u.

Now suppose g = 2 and let ι be the hyperelliptic involution on X. An odd theta
characteristic corresponds to a point L = P with ι(P ) = P , and dimH0(X,P ) = 1;
and then with notation as in (2.3.2) we have

R(X) ≃ k[x0, x1, y]/⟨y2 − f(x0, x1)⟩
↪→ R(X,L) ≃ R[u, x0, x1, y]/⟨y2 − f(x0, x1), u

2 − x0⟩

and so the spin curve (X,L) embeds into a projective space P(1/2, 1, 1, 3).
When g = 3, there is a relationship to the bitangents of a plane quartic. See

the discussion by Gross–Harris [GH04].
In general, we consider the multiplication map

H0(X,L)⊗H0(X,K) → H0(X,L+K).

We have dimH0(X,L) = r for some r ≤ (g − 1)/2 + 1 and dimH0(X,K) = g. By
Riemann–Roch, when g ≥ 2 we have dimH0(X,L + K) = 2(g − 1). So if r ≤ 1
then this map cannot be surjective. So suppose r ≥ 2; then we have a pencil so
the basepoint-free pencil trick potentially applies. The details are described in the
thesis of Neves [Nev03, Chapter III] and in some greater generality by Arbarello–
Sernesi [AS78] (“semicanonical ideal of a canonical curve”), who give an explicit
basis in a way analogous to Petri’s approach.

Remark 10.1.2. It would be interesting to compute the (pointed) generic initial
ideal of the spin canonical ideal, building on the work in sections 2.7–2.8. In this
monograph, we will be content to provide a bound on the degrees of generators and
relations, as below.

Examining spin canonical rings helps to clarify some aspects of the canonical
ring.

Example 10.1.3. Let X ⊂ P2 be a smooth plane quintic. Then the bundle
O(1) = O(L) has L a theta characteristic with visibly dimH0(X,L) = 3. We
have dimH0(X, 2L) = dimH0(X,K) = 6. Since L is basepoint free, the spin
canonical ring is generated in degree 1: it is the homogeneous coordinate ring of
the plane quintic. Conversely, suppose X has genus 6 and L is a theta characteristic
with dimH0(X,L) = 3. If L is basepoint free, then the basepoint-free pencil trick
(Lemma 2.4.1) shows that R(X,L) is the homogeneous coordinate ring of a plane
quintic. If L is not basepoint free, then since K = 2L is basepoint free, there is a
quadratic relation among x0, x1, x2 and a new generator y ∈ H0(X,K), so

R(X,L) ≃ k[x0, x1, x2, y]/(f(x), g(x, y))

where x0, x1, x2 have degree 1/2 and y has degree 1, and f(x) ∈ k[x] has degree 1
as an element of R(X,L) (so a quadratic relation) and g(x, y) ∈ k[x, y] has degree
5.
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The spin definitions above extend to canonical rings of log curves as follows.

Definition 10.1.4. Let (X,∆) be a log curve. A log half-canonical divisor on
(X,∆) is a divisor L such that 2L is linearly equivalent to K +∆. A log spin curve
is a triple (X,∆, L) where (X,∆) is a log curve and L is a log half-canonical divisor.

The log spin canonical ring of (X,∆, L) is defined analogously to (10.1.1):

R = R(X,∆, L) =

∞⊕
a=0

H0(X, aL).

Having made these definitions in the classical case, we make the same definitions
in the case of a (log) stacky curve. Finally, we note that if a log stacky curve has a
log half-canonical divisor then the stabilizers all have odd order e, since the support
of the canonical divisor at the stacky point (which has degree (e− 1)/e) must have
a numerator of even degree.

10.2. Modular forms

Referring to chapter 6, we now relate the ring of modular forms of odd and
even weights to spin canonical rings.

To define odd weight forms, we begin with a lifted Fuchsian group Γ ≤ SL2(R)
with finite coarea, i.e. a discrete subgroup acting properly discontinuously on H
whose quotient X = X(Γ) = Γ\H(∗) has finite area. Although the quotient X only
depends on the image of Γ in PSL2(R), the definition of odd weight forms depends
on the group Γ ≤ SL2(R).

A cusp of Γ ≤ SL2(R) is called irregular if its stabilizer is conjugate in SL2(R)

to the infinite cyclic group ⟨−
(
1 h
0 1

)
⟩ where h ∈ Z>0 is the cusp width, and

regular otherwise. For more on irregular cusps, see e.g. Diamond–Shurman [DS05,
§3.8]. If −1 ∈ Γ, then all cusps are regular. (Among the congruence subgroups
Γ0(N),Γ1(N),Γ(N) ≤ SL2(Z) with N ∈ Z≥1, only Γ1(4) ≃ Γ(2) have an irregular
cusp.)

To avoid technicalities, we assume in this chapter that all cusps of Γ are regular ;
if we are given only the Fuchsian group in PSL2(R), we can lift it to SL2(R) including
−1 to ensure this.

Remark 10.2.1. To remove the hypothesis on regularity of cusps, we would
need to allow the log divisor to have stacky points, which we avoid here: see Remark
5.2.5 as well as Remark 10.2.4.

The definition of the space of modular forms Mk(Γ) of weight k is the same
as in (6.2.1). Let (X ,∆) = (X (Γ),∆) be the associated log stacky curve arising
from the complex 1-orbifold quotient X, its associated coarse space.

In Lemma 6.2.3, we showed that modular forms are sections of a line bundle.
The same is true here, with a more complicated definition. For further reference,
see Goren [Gor02, §1.4].

For γ =

(
a b
c d

)
∈ SL2(R) and z ∈ H(∗), we define j(γ, z) = cz + d. (Note

this is only well-defined on SL2(R), not on PSL2(R); its square descends as in
chapter 6.) The automorphy factor j(γ, z) satisfies the cocycle condition j(γγ′, z) =
j(γ, γ′z)j(γ′, z) for γ, γ′ ∈ SL2(R). On the trivial line bundle H(∗)×C over H(∗), we
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glue (z, w) to (γz, j(γ, z)w). The cocycle condition ensures that the glueing process
is consistent. Consequently, we obtain a line bundle E = O(L) on the orbifold X(Γ)
and by definition the sections of E ⊗k are modular forms of weight k. We arrive at
the following lemma.

Lemma 10.2.2. There exists a log half-canonical divisor L on X such that we
have a graded isomorphism of C-algebras

∞⊕
k=0

Mk(Γ) ≃ R(X (Γ),∆, L).

Proof. The fact that E ⊗2 ≃ Ω1
X(Γ)(∆) is the classical theorem of Kodaira-

Spencer. □

Remark 10.2.3. The construction of the Hodge bundle E given in the proof of
Lemma 10.2.2 extends over more general fields in the presence of a moduli problem,
such as for the classical modular curves X1(N).

Remark 10.2.4. It is sometimes fruitful to consider further “divisions” of a
canonical divisor, namely, divisors D such that nD = K for some positive integer
n. One very interesting example of this is due to Adler–Ramanan [AR96, Corol-
lary 24.5], who consider modular forms of fractional weight on Γ(p) as sections of

a line bundle λ on the modular curve X(p) such that λ⊗( p−3
2 +1) = Ω1

X , and use
the associated ring R(X(p), λ) to reconstruct Klein’s equations for X(11). Another
interesting example is the work of Milnor [Mil75, §6], who shows that an anal-
ogously defined ring of fractional weight modular forms for the triangle group Γ
with signature (0; e1, e2, e3; 0) is generated by forms f1, f2, f3 of fractional weight
that satisfy an equation fe1

1 + fe2
2 + fe3

3 = 0, again providing a link to the Fermat
equation, as in Example 5.3.7. It would be worthwhile to investigate these larger
rings more generally.

10.3. Genus zero

We begin a general discussion of bounds on degrees of generators and relations
for canonical rings of log spin curves by considering the case in genus zero.

Proposition 10.3.1. Let (X ,∆, L) be a tame, separably rooted, log spin
stacky curve with signature (0; e1, . . . , er; δ). Let m = lcm(1, e1, . . . , er). Then the
canonical ring of (X ,∆, L) is generated in degree at most rm, with relations in
degree at most 2rm.

Proof. This follows from work of O’Dorney [O’D15, Theorem 8]: let D =∑n
i=1 αiPi be a Q-divisor on P1. Write αi = pi/qi in lowest terms and let

ℓ = lcmj qj and ℓi = lcmj ̸=i qj .

Then
⊕

d≥0 H
0(X, ⌊dD⌋) is generated in degrees less than

∑
i ℓi, with relations in

degrees less than

max
{
ℓ+

∑
i

ℓi, 2
∑
i

ℓi

}
.

In our setting, since g = 0, we can move the log point to one of the stacky points
(say, the first one), and apply his theorem with p1 = (ei−1+δ−2)/2, pi = (ei−1)/2
for i = 2, . . . , r, and qi = ei for i = 1, . . . , r, in which case ℓ = m and ℓi ≤ m. □



10.4. HIGHER GENUS 117

It is almost certainly true that Proposition 10.3.1 can be improved to a bound
which does not depend on r, as O’Dorney [O’D15] considers the more general
context of an arbitrary Q-divisor on P1 and is (close to) sharp in that setting.
In the log spin setting, by contrast, this result is far from sharp because it only
describes generators for the semigroup, an analysis akin to the work of section 7.1
and does not utilize the (effective) Euclidean algorithm (Lemma 7.3.1).

10.4. Higher genus

Let (X ,∆, L) be a tame, separably rooted log spin stacky curve. Let R be
the (log) canonical ring of (X ,∆) and let RL be the (log spin) canonical ring of
(X ,∆, L). Then we have a natural inclusion R ⊆ RL, corresponding to a morphism
ProjRL → ProjR. With some additional mild hypotheses, we show in this section
that RL is generated over R in degrees 1/2 and 3/2 (and in a few cases 5/2), with
quadratic relations.

Our inductive approach is analogous to the non-spin case, where we work one
log point or stacky point at a time, and to this end we prove two inductive theorems
below. In order to work with this inductive structure, we define a slightly more
general type of ring RL as follows. Let (X ,∆) be a log curve, and let L be a divisor
on X such that KX +∆−2L = D−2L is linearly equivalent to an effective divisor
E on X ; we say then that L is a sub-half-canonical divisor. We then define the ring

RL =

∞⊕
a=0

H0
(
X , aL+

⌊a
2

⌋
E
)
.

(Up to isomorphism, this does not depend on the choice of the effective divisor E.)
Then there is a natural inclusion RL ⊇ R where

R =

∞⊕
d=0

H0(X , d(2L+ E)) ≃
∞⊕
d=0

H0(X , dD)

is the usual canonical ring; this inclusion is graded if we equip RL with grading in
1
2Z as for the spin canonical ring, and indeed then the canonical ring is naturally
identified with the subring of RL in integral degrees.

For example, we can take L = 0 and E = KX + ∆, in which case RL is the
usual canonical ring; or, if L is a half-canonical divisor, we can take E = 0 and RL

is the spin canonical ring. The intermediate cases are the basis of our induction.
Adding one point at a time, the base case of our induction is the case L = 0 of

a usual canonical ring. The effective divisor L is then the sum of points; we treat
first the case where we add a single nonstacky point (where we do not yet need L
to be effective).

Theorem 10.4.1. Let (X ,∆) be a tame, separably rooted log stacky curve.
Let L′ and L = L′ +Q be sub-half-canonical divisors where Q is a nonstacky point
of X . Write RL′ = k[x1, . . . , xm]/IL′ and let R ⊆ RL′ ⊆ RL be the canonical ring
of (X ,∆). Suppose that deg xm = 1 and

(i) ordQ(xm) = ordQ(KX +∆), and
(ii) xdeg z

m ≺ z for any generator z of R (with ≺ a graded term order on R).

Then the following are true.
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(a) Let a ∈ Z>0 be the smallest positive integer such that

dimRL,a/2 = dimH0
(
X , aL+

⌊a
2

⌋
E
)
> dimRL′,a/2.

Then a ∈ {1, 3, 5}, and a general element y ∈ RL,a (of degree d ∈
{1/2, 3/2, 5/2}) generates RL as an RL′ algebra.

(b) Equip the ring

k[y]⊗ k[x]

the block order, so that RL = k[y, x]/IL. Then

in≺(IL) = in≺(IL′)[y, x] + ⟨yxi : 1 ≤ i ≤ m− 1⟩+ ⟨y2⟩.

The same statement also holds for generic initial ideals.

Proof. Consideration of the order of pole at Q gives that the elements yxb
m

with b ≥ 0 span RL over RL′ as a k-vector space; and a is odd because RL′,a/2 =
RL,a/2 = Ra/2 for a even. By Riemann–Roch one has a = 1 or a = 3 (so degree
d = 1/2 or d = 3/2) unless degL′ = 0, in which case one can take a = 5 (so
d = 5/2). This proves claim (a).

For the relations (b), if xi has nonintegral degree, then yxi has integral degree
and thus yxi ∈ R ⊆ RL′ ; this gives a relation whose leading term is yxi by the

block order; the same holds for y2. Similarly, if xi has integral degree d = deg z and
i ̸= m, then for some constant A by order of pole we have yxi + Ayxd

i ∈ R ⊆ RL′ ;
but since yxi dominates yxd

m by assumption and again dominates any element of
RL′ by the block ordering, we obtain a relation with initial term yxi. Finally, since

any monomial of RL which is not a monomial of RL′ is either of the form yxb
i or is

divisible by a monomial of the form yxi with i ̸= m, these relations form a Gröbner
basis for IL. □

Remark 10.4.2. One cannot expect in general to have a = 1.

Remark 10.4.3. For a spin divisor L with h0(L) > 1, the inductive presentation
of RL deduced from Theorem 10.4.1 is clearly not minimal. Even if h0(L) = 1, the
presentation is still not necessarily minimal; for instance, if X is hyperelliptic and
∆ is hyperelliptic fixed and of degree 2, then any minimal presentation for the
canonical ring R requires generators in degree 2. On the other hand, if g ≥ 2, then
by GMNT (Theorem 3.2.2), RL is generated in degrees 1/2, 1, 3/2.

To conclude, we address the case where we add a stacky point.

Theorem 10.4.4. Let (X ,∆) be a tame, separably rooted log stacky curve
with g > 0. Let L′ and L = L′ + (e − 1)/(2e)Q be sub-half-canonical divisors
with Q a stacky point of odd order e. Write RL′ = k[x1, . . . , xm]/IL′ and let
R ⊆ RL′ ⊆ RL be the canonical ring of (X ,∆). Suppose that there exists a unique
generator xm ∈ H0(X , eD) of degree e of R such that − ordQ(xm) = e− 1.

Then the following are true.

(a) For 1 ≤ i ≤ (e− 1)/2, there exist

yi ∈ H0(X , iD + L) = RL,i+1/2

with − ordQ(yi) = i. Any such choice of elements y1, . . . , y(e−1)/2 mini-
mally generates RL as an RL′ algebra.
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(b) Suppose further that dimH0(X , L) > 0. Equip the ring

k[y] = k[y(e−1)/2, . . . , y1]

with any order and k[y, x] = k[y] ⊗ k[x] with the block order. Let RL =
k[y, x]/IL. Then

in≺(I) = in≺(I
′)[y, x] + ⟨yixj : 1 ≤ i ≤ (e− 1)/2, 1 ≤ j ≤ m− 1⟩

+ ⟨yiyj : 1 ≤ i ≤ j ≤ (e− 1)/2⟩.

Proof. For part (a), the functions yi exist by Riemann–Roch.
For part (b), write d = be + i with 0 ≤ i ≤ e − 1 and let u ∈ H0(X , L) be

a general element. Arguing via Riemann–Roch and comparison of poles at Q, the
inclusion

xmH0(X , dD) +H0(X , dD + L′) ⊆ H0(X , dD + L)

is an equality if r = 0 or r > (e − 1)/2 and has codimension one otherwise, with
quotient spanned by yix

b
m. A monomial of RL is not in this spanning set if and

only if it belongs to RL′ or is divisible by yiz for some generator z ̸= xm; but the
uniqueness assumption on xm and consideration of poles at Q gives that yiz ∈ RL′

for any generator z ̸= ye, giving a relation with (by the block order) initial term
yiz. This is a Gröbner basis by the usual argument, completing the proof. □

Remark 10.4.5. In brief, the proof of Theorem 10.4.4 records that the contri-
bution of the stacky points to the spin canonical ring is as follows. In the usual
stacky canonical ring, we have

⌊KX +∆⌋ =KX +∆, and

⌊2(KX +∆)⌋ =2KX + 2∆+

r∑
i=1

Qi,

with Q1, . . . , Qr stacky points, so the contribution of the stacky pointsbegins in
degree 2. On the other hand, for L a half-canonical divisor, we can write

L ∼ L′ +

r∑
i=1

ei − 1

2ei
Qi.

where L′ is supported at nonstacky points. Then already in degree 3/2 one has the
divisor

⌊3L⌋ ∼ ⌊KX +∆+ L⌋

= KX +∆+ L′ +

⌊
r∑

i=1

(
ei − 1

ei
+

ei − 1

2ei

)
Qi

⌋

= KX +∆+ L′ +

r∑
i=1

Qi

so the contribution of the stacky points kicks in a half degree earlier. This trend
continues up to degree (ei − 1)/2.

Corollary 10.4.6. Let (X ,∆, L) be a tame, separably rooted log spin stacky
curve with signature σ = (g; e1, . . . , er; δ). Suppose that L is effective. Then the
canonical ring R of (X ,∆, L) is generated by elements of degree at most 3e with
relations of degree at most 6e, where e = max(e1, . . . , er).
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Proof. Combine Main Theorem 1.4.1 with Theorems 10.4.1 and 10.4.4. □

Remark 10.4.7. Our inductive approach only treats effective half-canonical
divisors L, i.e. those with dimH0(X , L) > 0. Not every half-canonical divisor is
effective, however; and we expect that a complete description will be quite involved.
Moreover, for applications to modular forms, one will probably also want to use
the arithmetic structure behind forms of weight 1 rather to augment the geometric
approach here. For these reasons, we leave the general case for future work; one ap-
proach might be to consider an inductive argument where one adds extra vanishing
conditions in each degree to an existing presentation.



CHAPTER 11

Relative canonical algebras

In this chapter, we show how the results above extend to more general base
schemes.

11.1. Classical case

Let S be a scheme, and let X be a curve over S, a smooth proper morphism
f : X → S whose fibers are connected curves. Let ΩX/S be the sheaf of relative
differentials on X over S and let ∆ be a divisor on X relative to S. Because of
the constancy of the fiber dimension by Riemann–Roch and the fact that ΩX/S

commutes with base change, we conclude that f∗

(
Ω⊗d

X/S

)
is a locally free sheaf for

each d (e.g. of rank (2d − 1)(g − 1) if d ≥ 2 and g ≥ 1). We define the relative
canonical algebra of (X,∆) to be the OS-algebra

R(X/S,∆) =

∞⊕
d=0

f∗
(
ΩX/S(∆)⊗d

)
.

The relative canonical algebra is quasicoherent, and so if S = SpecA, it is obtained
as the sheaf associated to the A-algebra

R(X/A,∆) =

∞⊕
d=0

H0
(
SpecA, f∗

(
Ω⊗d

X/S

))
=

∞⊕
d=0

H0
(
X,Ω⊗d

X/S

)
.

There is some subtlety in relative canonical algebras; over a field, we saw that
the structure of the canonical ring depends on geometric properties of the curve—
for example, if the curve is hyperelliptic or not. There are examples where these
properties are not uniform over the fibers of the curve, as the following example
illustrates.

Example 11.1.1 (Plane quartic degenerating to a hyperelliptic curve). Let R
be a DVR with uniformizer t, residue field k, and fraction field K. Let S = SpecR,
let R[x1, x2, x3, y] have deg xi = 1 and deg y = 2, and let

A = R[x1, x2, x3, y]/(ty −Q2(x1, x2, x3), y
2 −Q4(x1, x2, x3))

where Qi is homogenous of degree i. Then ProjA is a curve over S and the given
presentation of A is minimal. Note that A⊗R K is isomorphic to

K[x1, x2, x3]/(Q2(x1, x2, x3)
2 − t2Q4(x1, x2, x3))

so ProjA ⊗R K is a curve of arithmetic genus 3 (smooth if Q2, Q4 are chosen
appropriately), but that

A⊗R k ≃ k[x1, x2, x3, y]/(Q2(x1, x2, x3), y
2 −Q4(x1, x2, x3)),

121



122 11. RELATIVE CANONICAL ALGEBRAS

so ProjA⊗R k is a hyperelliptic curve, branched over the conic

{Q2(x1, x2, x3) = 0} ⊂ P2.

Therefore, A is minimally generated by elements of degree 1 and 2 with relations in
degree 2 and 4, even though A⊗R K is generated in degree 1 with a single relation
in degree 4.

Example 11.1.2 (Canonically embedded generic genus 5 curve degenerating to
a trigonal curve). Let S ⊂ P4 be the cubic scroll defined by Q1 = Q2 = Q3 = 0
where

Q1 = x1x3 − x2
2

Q2 = x1x4 − x2x5

Q3 = x2x4 − x3x5

The surface S is isomorphic to F(1, 0) ≃ Bl1P2, via the birational map

A2 → A4

(x, y) 7→ (x, xy, xy2, y).

Moreover, S admits a pencil of linear syzygies

L1(x1x3 − x2
2) + L2(x1x4 − x2x5) + L3(x2x4 − x3x5) = 0

where

L1 = Ax4 +Bx5

L2 = −Ax2 − 2Bx3

L3 = Ax1 + 2Bx2

Let Q′
1, Q

′
2, Q

′
3 ∈ R[x1, x2, x3, x4, x5]2 be generic and consider the smooth projective

R scheme given by

Q1 + tQ′
1 = Q2 + tQ′

2 = Q3 + tQ′
3 = f = 0

where f = L1Q
′
1+L2Q

′
2+L3Q

′
3. Then its special fiber is the canonically embedded

projective trigonal curve given by the reductions

Q1 ≡ Q2 ≡ Q3 ≡ f ≡ 0 (mod t).

and its generic fiber is isomorphic to the projective non-trigonal genus 5 curve given
by

Q1 + tQ′
1 = Q2 + tQ′

2 = Q3 + tQ′
3 = 0.

In other words, the relation f = 0 is in the ideal generated by the other 3 relations
when t is inverted, but not so integrally.

In sum, this gives an example of a relative canonical algebra of a canonically
embedded family C ↪→ P5

R → SpecR of smooth curves with nonhyperelliptic non-
trigonal generic fiber and trigonal special fiber, and in particular an A-algebra B
and a presentation

I ⊂ A[x] → B

such that I has a minimal generator of degree larger than any minimal generator
of I⊗AFracA. (Moreover, in the above example, this happens because I ⊂ I⊗RK
is not t-saturated.)

Guided by the above examples, the following lemma allows one to deduce the
structure of the relative canonical algebra from the structure of its fibers.
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Lemma 11.1.3. Let A be an integral noetherian ring with fraction field K and
let B = ⊕∞

d=0Bd be a finitely generated graded A-algebra. Suppose that there exist
integers N and M such that for each point p ∈ SpecA, B⊗A k(p) is generated over
k(p) by elements of degree at most N with relations in degree at most M . Then B
is generated by its elements of degree at most N with relations of degree at most
M .

Proof. Since B is finitely generated, ⊕N
d=0Bd is a finite A-module. Choose a

basis x1, . . . , xr of homogenous elements for ⊕N
d=0Bd as an A-module. The map

A[t1, . . . , tn] → B, ti 7→ xi

is surjective by Nakayama’s lemma (since by construction it is surjective after ten-
soring to every residue field), proving the claim about generators. The claim about
relations follows similarly from Nakayama’s lemma (applied to the kernel I of the
surjection A[t1, . . . , tn] → B). □

The following standard lemma will allow us to verify the initial finite generation
hypothesis of the previous lemma.

Lemma 11.1.4. Let A be a noetherian ring and let B = ⊕∞
d=0Bd be a graded

A-algebra which is integral as a ring. Suppose that there exists an integer d such
that the Veronese subring B(d) is a finitely generated A-algebra. Then B is finitely
generated.

Proof. Take B(d,i) = ⊕∞
n=0Bdn+i to be the B(d)-submodule of elements in

degrees congruent to i (mod d). Let β be a nonzero element of Rd−i. Then βB(d,i)

is an A-submodule of B(d), and thus finitely generated, and since B is integral,
βB(d,i) ≃ B(d,i) as modules. Since each of the finitely many B(d,i)′s are finitely
generated, B is also finitely generated. □

Remark 11.1.5. One of the original motivations to consider fractional divisors
on curves is the following special case of the minimal model program. Recall that
the Kodaira dimension of a smooth variety X is the dimension of the image of the
pluricanonical map ϕ|nK| for sufficiently divisible n. Kodaira proved that a surface
X has Kodaira dimension one if and only if X is an elliptic surface, i.e. there exists
a smooth proper curve C and a morphism f : X → C whose generic fiber is an
elliptic curve. Kodaira also classified the possibilities for the singular fibers and
moreover showed that the canonical ring of X is isomorphic to R(C,∆) for some
fractional divisor ∆ (which depends in a straightforward way on the singular fibers
of f and on the variation of the elliptic fiber), and moreover ω⊗12

X ≃ f∗L for some
ample line bundle L on C [B+04, Chapter V, Theorem 12.1]. (A priori, we knew
that Proj of the canonical ring was isomorphic to C.) One of the first cases of finite
generation of the canonical ring of a surfaces was thus proved via finite generation
of the stacky canonical ring of a log curve.

11.2. Relative stacky curves

Definition 11.2.1. A relative stacky curve (or a family of stacky curves) over
a scheme S is a smooth proper morphism X → S whose (geometric) fibers are
stacky curves. We say that a relative stacky curve X → S is hyperbolic if each
fiber is hyperbolic (i.e. if χ < 0 for ever fiber) and twisted if the stacky locus of X
is given by non-intersecting S-gerbes banded by cyclic groups.
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Compare Definition 11.2.1 with Olsson [Ols07, 1.1]. Motivated by applications
to Gromov-Witten theory, families of twisted stacky (and more general marked,
nodal) curves are considered in Abramovich–Vistoli [AV02], Abramovich–Graber–
Vistoli [AGV08], Olsson [Ols07], and Abramovich–Olsson–Vistoli [AOV11] (which
for instance studies the moduli stack of such curves and proves that it is smooth
and proper).

Definition 11.2.2. Let f : X → S be a relative log stacky curve. We define
the relative sheaf of differentials Ω⊗d

X /S as in Definition 5.5.1 and, for a divisor ∆ on

X define the relative canonical algebra R(f,∆) as in section 11.1.

Remark 11.2.3. As in the case of a stacky curve over a field, there exists a
coarse moduli morphism

X
π−→ X

g−→ S

(since again X → S is proper and thus has finite diagonal).

We now restrict to the twisted case to get a nice relation between the relative
canonical algebra of the coarse space, and for a twisted family f the fibers of R(f)
are indeed the canonical rings of the fibers of f . Let e be the lcm of the stabilizers.
Then R(f,∆)(e) is the canonical ring of a classical divisor on the coarse space X
and is thus finitely generated. By Lemma 11.1.4, R(f,∆) is also finitely generated.

The following lemma is immediate from Lemma 11.1.3 and the preceding re-
mark.

Lemma 11.2.4. Let f : X → S be a twisted family of hyperbolic stacky curves
over an affine base S = SpecA and let ∆ be a horizontal divisor on X (i.e. assume
that every component of ∆ maps surjectively to S). Then the maximal degrees of
generators and relations of the relative canonical algebra R(f,∆) are, respectively,
the maximum of the degrees of the generators and relations of the canonical ring
of any fiber.

11.3. Modular forms and application to Rustom’s conjecture

To conclude, we settle affirmatively a conjecture of Rustom [Rus14, Conjecture
2].

Proposition 11.3.1. Let N ≥ 1, let A = Z [1/(6N)], and let Γ = Γ0(N). Then
the A-algebra M(Γ, A) is generated in weight at most 6 with relations in weight at
most 12.

Proof. The algebra M(Γ, A) is isomorphic to the relative canonical algebra
(with ∆ the divisor of cusps) of the Z/2Z-rigidification X(Γ)A → SpecA of the
stack X (Γ)A (using Remark 5.6.8 to pass to the rigidification); the corollary will
follow directly from Lemma 11.2.4 once we verify that X(Γ)A → SpecA is twisted.
By Deligne–Rapoport [DR73, III Théorème 3.4], X(Γ)A → SpecA is smooth, and
since we have inverted 6N it is tame. Moreover, the stacky loci are disjoint; indeed,
the only stacky points correspond to elliptic curves with j = 0 or 123, so for p ̸= 2, 3,
the reductions of the corresponding elliptic curves are disjoint, and the same true
of the level structure since p | N . This completes the proof that X(Γ)R is twisted.

Finally, we verify that the canonical ring of X0(N)k for k = Q or k = Fp

with p not dividing 6N is generated in degree at most 3 with relations in degree
at most 6. Modulo any prime p ∤ 6N , the stabilizers of X0(N)Fp

have order 2 or
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3 and the cuspidal divisor ∆ has degree δ ≥ 1. Therefore, by the main theorem
of this monograph, the verification is complete when 2g − 2 + δ ≥ 0, which holds
unless g = 0. But then the genus 0 case is handled by Theorem 9.3.1, as the only
exceptions in the table have δ = 0 (in any finitely many remaining cases, one can
compute directly the signature of X0(N) and check directly, as in Example 5.6.12).

The proposition now follows from Lemma 11.2.4. □





Tables of canonical rings

In this Appendix, we provide tables of canonical rings according to the cases
considered in this monograph.

The tables are organized as follows:

(I) Classical curves (chapter 2)
(Ia) Canonical rings of classical curves
(Ia) Grevlex (pointed) generic initial ideals of classical curves

(II) Log classical curves (chapter 4)
(IIa) Canonical rings of log classical curves
(IIb) Grevlex pointed generic initial ideals of log classical curves

(III) Canonical rings and grevlex generic initial ideals of genus 1 base case
stacky curves (section 5.7)

(IV) Genus 0 base case (log) stacky curves (chapter 9)
(IVa) Canonical rings of small genus 0 stacky curves
(IVb) Initial ideals of small genus 0 stacky curves

For e1 ≤ e2 ≤ . . . ≤ er and ei ∈ Z≥0, we define the polynomial

Φ(e1, e2, . . . , er; t) =
∑

1≤i≤j≤r

tei+ej .

In particular, by (5.7.5), we have

Φ(0, 1, . . . , k; t) =
∑

0≤i≤j≤k

ti+j =
∑

0≤i≤2k

min (⌊i/2⌋+ 1, k + 1− ⌈i/2⌉) ti.
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g Description P (R≥1; t) P (I; t)

(0; 2, 3, 7; 0)
weighted plane curve of

degree 42 in P(21, 14, 6) t21 + t14 + t6 t42

(0; 2, 3, 8; 0)
weighted plane curve of

degree 30 in P(15, 8, 6) t15 + t8 + t6 t30

(0; 2, 3, 9; 0)
weighted plane curve of

degree 24 in P(9, 8, 6) t9 + t8 + t6 t24

(0; 2, 3, 10; 0)
weighted complete

intersection of bidegree
(16,18) in P(10, 9, 8, 6)

t10 + t9 + t8 + t6 t18 + t16

(0; 2, 4, 5; 0)
weighted plane curve of

degree 30 in P(15, 10, 4) t15 + t10 + t4 t30

(0; 2, 4, 6; 0)
weighted plane curve of

degree 22 in P(11, 6, 4) t11 + t6 + t4 t22

(0; 2, 4, 7; 0)
weighted plane curve of

degree 18 in P(7, 6, 4) t7 + t6 + t4 t18

(0; 2, 4, 8; 0)
weighted complete

intersection of bidegree
(12,14) in P(8, 7, 6, 4)

t8 + t7 + t6 + t4 t14 + t12

(0; 2, 5, 5; 0)
weighted plane curve of

degree 20 in P(10, 5, 4) t10 + t5 + t4 t20

(0; 2, 5, 6; 0)
weighted plane curve of

degree 16 in P(6, 5, 4) t6 + t5 + t4 t16

(0; 2, 5, 7; 0)
weighted complete

intersection of bidegree
(11,12) in P(7, 6, 5, 4)

t7 + t6 + t5 + t4 t12 + t11

(0; 2, 6, 6; 0)
weighted complete

intersection of bidegree
(10,12) in P(6, 6, 5, 4)

2t6 + t5 + t4 t12 + t10

Table (IVa-1): Small genus 0 stacky curves, part 1 of 3
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g Description P (R≥1; t) P (I; t)

(0; 3, 3, 4; 0)
weighted plane curve of

degree 24 in P(12, 8, 3) t12 + t8 + t3 t24

(0; 3, 3, 5; 0)
weighted plane curve of

degree 18 in P(9, 5, 3) t9 + t5 + t3 t18

(0; 3, 3, 6; 0)
weighted plane curve of

degree 15 in P(6, 5, 3) t6 + t5 + t3 t15

(0; 3, 3, 7; 0)
weighted complete

intersection of bidegree
(10,12) in P(7, 6, 5, 3)

t7 + t6 + t5 + t3 t12 + t10

(0; 3, 4, 4; 0)
weighted plane curve of

degree 16 in P(8, 4, 3) t8 + t4 + t3 t16

(0; 3, 4, 5; 0)
weighted plane curve of

degree 13 in P(5, 4, 3) t5 + t4 + t3 t13

(0; 3, 4, 6; 0)
weighted complete

intersection of bidegree
(9,10) in P(6, 5, 4, 3)

t6 + t5 + t4 + t3 t10 + t9

(0; 3, 5, 5; 0)
weighted complete

intersection of bidegree
(8,10) in P(5, 5, 4, 3)

2t5 + t4 + t3 t10 + t8

(0; 4, 4, 4; 0)
weighted plane curve of

degree 12 in P(4, 4, 3) 2t4 + t3 t12

(0; 4, 4, 5; 0)
weighted complete

intersection of bidegree
(8,9) in P(5, 4, 4, 3)

t5 + 2t4 + t3 t9 + t8

(0; 4, 5, 5; 0) curve in P(5, 5, 4, 4, 3) 2t5 + 2t4 + t3 t10 + 2t9 + 2t8

(0; 5, 5, 5; 0) curve in P(5, 5, 5, 4, 4, 3) 3t5 + 2t4 + t3 3t10 + 3t9 + 3t8

Table (IVa-2): Canonical rings of small genus 0 stacky curves, part 2 of 3
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g Description P (R≥1; t) P (I; t)

(0; 2, 2, 2, 3; 0)
weighted plane curve of

degree 18 in P(9, 6, 2) t9 + t6 + t2 t18

(0; 2, 2, 2, 4; 0)
weighted plane curve of

degree 14 in P(7, 4, 2) t7 + t4 + t2 t14

(0; 2, 2, 2, 5; 0)
weighted plane curve of

degree 12 in P(5, 4, 2) t5 + t4 + t2 t12

(0; 2, 2, 2, 6; 0)
weighted complete

intersection of bidegree
(8,10) in P(6, 5, 4, 2)

t6 + t5 + t4 + t2 t10 + t8

(0; 2, 2, 3, 3; 0)
weighted plane curve of

degree 12 in P(6, 3, 2) t6 + t3 + t2 t12

(0; 2, 2, 3, 4; 0)
weighted plane curve of

degree 10 in P(4, 3, 2) t4 + t3 + t2 t10

(0; 2, 2, 4, 4; 0)
weighted complete

intersection of bidegree
(6,8) in P(4, 4, 3, 2)

2t4 + t3 + t2 t8 + t6

(0; 2, 3, 3, 3; 0)
weighted plane curve of

degree 9 in P(3, 3, 2) 2t3 + t2 t9

(0; 2, 3, 3, 4; 0)
weighted complete

intersection of bidegree
(6,7) in P(4, 3, 3, 2)

t4 + 2t3 + t2 t7 + t6

(0; 2, 4, 4, 4; 0) curve in P(4, 4, 4, 3, 3, 2) 3t4 + 2t3 + t2 3t8 + 3t7 + 3t6

(0; 3, 3, 3, 3; 0)
weighted complete

intersection of bidegree
(6,6) in P(3, 3, 3, 2)

3t3 + t2 2t6

(0; 4, 4, 4, 4; 0)
curve in

P(4, 4, 4, 4, 3, 3, 3, 2) 4t4 + 3t3 + t2 6t8 + 8t7 + 6t6

(0; 2, 2, 2, 2, 2; 0)
weighted plane curve of

degree 10 in P(5, 2, 2) t5 + 2t2 t10

(0; 2, 2, 2, 2, 3; 0)
weighted plane curve of

degree 8 in P(3, 2, 2) t3 + 2t2 t8

(0; 2, 2, 2, 2, 2, 2; 0)
weighted complete

intersection of bidegree
(4,6) in P(3, 2, 2, 2)

t3 + 3t2 t6 + t4

Table (IVa-3): Small genus 0 stacky curves, part 3 of 3
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g in≺(I)

(0; 2, 3, 7; 0) ⟨x2
21⟩ ⊂ k[x21, x14, x6]

(0; 2, 3, 8; 0) ⟨x2
15⟩ ⊂ k[x15, x8, x6]

(0; 2, 3, 9; 0) ⟨x2
9x6⟩ ⊂ k[x9, x8, x6]

(0; 2, 3, 10; 0) ⟨x10x6, x10x8, x
2
9x6⟩ ⊂ k[x10, x9, x8, x6]

(0; 2, 4, 5; 0) ⟨x2
15⟩ ⊂ k[x15, x10, x4]

(0; 2, 4, 6; 0) ⟨x2
11⟩ ⊂ k[x11, x6, x4]

(0; 2, 4, 7; 0) ⟨x2
7x4⟩ ⊂ k[x7, x6, x4]

(0; 2, 4, 8; 0) ⟨x8x4, x8x6, x
2
7x4⟩ ⊂ k[x8, x7, x6, x4]

(0; 2, 5, 5; 0) ⟨x2
10⟩ ⊂ k[x10, x5, x4]

(0; 2, 5, 6; 0) ⟨x2
6x4⟩ ⊂ k[x6, x5, x4]

(0; 2, 5, 7; 0) ⟨x7x4, x7x5, x
2
6x4⟩ ⊂ k[x7, x6, x5, x4]

(0; 2, 6, 6; 0) ⟨x6,2x4, x
2
6,2, x6,2x

2
5, x

2
6,1x

2
4⟩ ⊂ k[x6,2, x6,1, x5, x4]

(0; 3, 3, 4; 0) ⟨x2
12⟩ ⊂ k[x12, x8, x3]

(0; 3, 3, 5; 0) ⟨x2
9⟩ ⊂ k[x9, x5, x3]

(0; 3, 3, 6; 0) ⟨x2
6x3,0⟩ ⊂ k[x6, x5, x3]

(0; 3, 3, 7; 0) ⟨x7x3, x7x5, x
2
6x3⟩ ⊂ k[x7, x6, x5, x3]

(0; 3, 4, 4; 0) ⟨x2
8⟩ ⊂ k[x8, x4, x3]

(0; 3, 4, 5; 0) ⟨x2
5x3⟩ ⊂ k[x5, x4, x3]

(0; 3, 4, 6; 0) ⟨x6x3, x6x4, x
2
5x3⟩ ⊂ k[x6, x5, x4, x3]

(0; 3, 5, 5; 0) ⟨x5,2x3, x
2
5,2, x5,2x

2
4, x

2
5,1x

2
3⟩ ⊂ k[x5,2, x5,1, x4, x3]

(0; 4, 4, 4; 0) ⟨x3
4,2⟩ ⊂ k[x4,2, x4,1, x3]

(0; 4, 4, 5; 0) ⟨x5x3, x5x4,2, x
3
4,2⟩ ⊂ k[x5, x4,2, x4,1, x3]

(0; 4, 5, 5; 0)
⟨x5,1x3, x5,2x3, x5,2x4,1, x5,2x4,2, x

2
5,2, x

3
4,2, x5,1x

2
4,2⟩

⊂ k[x5,2, x5,1, x4,2, x4,1, x3]

(0; 5, 5, 5; 0)

⟨x5,0x3,0, x5,1x3,0, x5,2x3,0, x5,1x4,0, x5,2x4,0, x5,2x4,1,

x5,2x5,0, x5,2x5,1, x
2
5,2, x

3
4,1, x5,1x

2
4,1, x

2
5,1x4,1, x

3
5,1⟩

⊂ k[x5,3, x5,2, x5,1, x4,2, x4,1, x3]

Table (IVb-1): Initial ideals of small genus 0 stacky curves, part 1 of 2
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g in≺(I)

(0; 2, 2, 2, 3; 0) ⟨x2
9⟩ ⊂ k[x9, x6, x2]

(0; 2, 2, 2, 4; 0) ⟨x2
7⟩ ⊂ k[x7, x4, x2]

(0; 2, 2, 2, 5; 0) ⟨x2
5x2⟩ ⊂ k[x5, x4, x2]

(0; 2, 2, 2, 6; 0) ⟨x6x2, x
2
5⟩ ⊂ k[x6, x5, x4, x2]

(0; 2, 2, 3, 3; 0) ⟨x6,2, x
2
6,1⟩ ⊂ k[x6,2, x6,1, x3, x2]

(0; 2, 2, 3, 4; 0) ⟨x2
4x2⟩ ⊂ k[x4, x3, x2]

(0; 2, 2, 4, 4; 0) ⟨x4,2x2, x
2
4,2, x4,2x

2
3, x

2
4,1x

2
2⟩ ⊂ k[x4,2, x4,1, x3, x2]

(0; 2, 3, 3, 3; 0) ⟨x3
3,2⟩ ⊂ k[x3,2, x3,1, x2]

(0; 2, 3, 3, 4; 0) ⟨x4x2, x4x3,1, x
3
3,2⟩ ⊂ k[x4, x3,2, x3,1, x2]

(0; 2, 4, 4, 4; 0)

⟨x4,1x2, x4,2x2, x4,3x2, x4,2x3,1, x4,3x3,1, x4,3x3,2,

x4,3x4,1, x4,3x4,2, x
2
4,3, x

3
3,2, x4,2x

2
3,2, x

2
4,2x3,2, x

3
4,2⟩

⊂ k[x4,3, x4,2, x4,1, x3,2, x3,1, x2]

(0; 3, 3, 3, 3; 0) ⟨x3,3x3,1, x
2
3,3, x3,3x

2
3,2, x

4
3,2⟩ ⊂ k[x3,3, x3,2, x3,1, x2]

(0; 4, 4, 4, 4; 0)

⟨x3,3x3,1, x
2
3,3, x4,1x2, x4,2x2, x4,3x2, x4,4x2,

x4,2x3,1, x4,2x3,2, x4,3x3,1, x4,3x3,2, x4,3x3,3,
x4,4x3,1, x4,4x3,2, x4,4x3,3, x4,3x4,1, x

2
4,3,

x4,4x4,1, x4,4x4,2, x4,4x4,3, x
2
4,4,

x3,3x
2
3,2, x

2
4,2x3,3, x

4
3,2, x4,3x

2
4,2, x

4
4,2⟩

⊂ k[x4,4, x4,3, x4,2, x4,1, x3,3, x3,2, x3,1, x2]

(0; 2, 2, 2, 2, 2; 0) ⟨x2
5⟩ ⊂ k[x5, x2,2, x2,1]

(0; 2, 2, 2, 2, 3; 0) ⟨x2
3x2,1⟩ ⊂ k[x3, x2,2, x2,1]

(0; 2, 2, 2, 2, 2, 2; 0) ⟨x2,3x2,1, x
2
3⟩ ⊂ k[x3, x2,3, x2,2, x2,1]

Table (IVb-2): Initial ideals of small genus 0 stacky curves, part 2 of 2





Bibliography

[Abr09] Dan Abramovich, Birational geometry for number theorists, Arithmetic geometry,

Clay Math. Proc., vol. 8, Amer. Math. Soc., Providence, RI, 2009, pp. 335–373.
[ACGH85] Enrico Arbarello, Maurizio Cornalba, Pillip A. Griffiths, and Joseph Harris, Geome-

try of algebraic curves. Volume I, Grundlehren der Mathematischen Wissenschaften

[Fundamental Principles of Mathematical Sciences], vol. 267, Springer, Heidelberg,
1985.

[AGV02] Dan Abramovich, Tom Graber, and Angelo Vistoli, Algebraic orbifold quantum

products, Orbifolds in mathematics and physics, Contemp. Math., vol. 310, Amer.
Math. Soc., Providence, RI, 2002, pp. 1–24.

[AGV08] , Gromov-Witten theory of Deligne-Mumford stacks, Amer. J. Math. 130
(2008), no. 5, 1337–1398.

[AL94] William W. Adams and Philippe Loustaunau, An introduction to Gröbner bases,
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http://math.stanford.edu/~conrad/papers/coarsespace.pdf


BIBLIOGRAPHY 141
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