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Computational Complexity

Communication Complexity

Given	
  a	
  problem	
  of	
  size	
  N,	
  how	
  many	
  arithmetic	
  
operations	
  does	
  the	
  algorithm	
  perform?

Given	
  a	
  problem	
  on	
  P	
  parallel	
  processes,	
  how	
  much	
  
data	
  does	
  the	
  algorithm	
  have	
  to	
  send?

Source: Bill Dally, NVIDIA
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Communication Complexity of FMM
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Uniform Case



Nonuniform Case



Nonuniform Case



Algebraic Case (Mat-Vec)



Asymptotic Constants
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Finding Admissible Blocks

Neighbor List Per Level Per Block?



Dual Tree Traversal

No Neighbor List Needed

Cells don’t have to be cubic



Dual Tree Traversal

 • No need to explicitly form interaction lists    
 • The definition of well-separatedness (size of neighbor region) can be adjusted    

flexibly without modifying the code 
 • The resulting neighbor region and M2L interaction region naturally have a    

spherical shape (as opposed to the suboptimal cubic shape) 
 • It is applicable to adaptive trees without any modification    
 • It lends itself to MPI parallelization without any modification (by simply using    

the local essential tree as the source tree) 
 • It is easily extendable to periodic boundary conditions (by traversing all periodic    

image trees as the source tree) 
 • It can handle mutual M2L interaction, and can satisfy Newtons third law (M2L is    

neither target centric nor source centric, but completely symmetric) 
 • It works well with task based threading tools like Intel TBB, Cilk, MassiveThreads,    

etc., where tasks are spawned while the tree is traversed 
 • The cells don't have to be cubic. For example, high aspect ratio rectangles or    

hierarchical K-means is permitted. 
 • It can be implemented in less than 100 lines of code, and is therefore trivial to    

debug

https://bitbucket.org/rioyokota/exafmm-dev


h-p FMM



Spatially Varying “h” or “p”

Spatially varying rank

Spatially varying admissibility

SIMD friendly



Conclusions

 • We have proved a new upper bound for the communication complexity of FMM    
!
 • The dual tree traversal allows hierarchical methods to use adaptive admissibility    

conditions, which results in fine grain uniformity that is easier to vectorize 
  



Title


